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FOREWORD

Antonella Guidazzoli, Maria Chiara Liguori — VisitLab, Cineca

With this third workshop, organised by VisitLab Cineca, we continue our exploration into the
possibilities offered by artificial intelligence, particulatly in the field of digital humanities and the

arts.

Through VisitLab, Cineca has supported cultural heritage, with what for a long time were
considered non-traditional applications, and has always made available computing, computer
graphics and extended reality resources in order to help researchers with their work and to

communicate the complexity of their research.
Today, this activity is even more important.

Artificial intelligence can play a significant role in the relationship between Science and Art. In

other words, between our collective intelligence, scientific knowledge and our imagination.

In 1987, a department dedicated to the study of artificial intelligence and neural network
technologies already existed at Cineca, but the time was not yet ripe. Back then, we did not yet

have enough digital data and computing power to train the networks.

Now, however, both advanced computing resources, such as Leonardo, and more and more
digital resources are available. Thanks to the National Recovery and Resilience Plan, for example,
the availability of digital content will be greatly increased, fuelling new research, new digital
cultures and new artistic and creative productions, as well as stimulating real investments.

The workshop contributions collected in this volume ponder how Al can help researchers
analyse documents of various kinds on a large scale, enabling them to ask new questions and find
new connections between data and concepts. LLM, for instance, can contribute to a deeper
knowledge in texts, acting as a complement to human input rather than its replacement. The
same thing happens in the relationship between artist and artificial intelligence. The ideal author,
therefore, will not be the Al but the person who uses it competently. However, we will also read

about the difficulties that arise in balancing neural network training and the defence of copyright



over images and intellectual production in general. This relevant session of the workshop has
been coordinated by Professor Francesca Zanella, University of Modena and Reggio Emilia, and

Professor Alberto Salarelli, University of Parma.

Finally, we will see the outcome of the complex interaction between art and science through the

works of the three Emilia-Romagna resident artists of the GRIN - S+T+ARTS project.

This third workshop is just one step before the next, in the long train of considerations about a

relationship that will never leave us from now on.



Al ART AND CULTURAL HERITAGE. BETWEEN IMAGE
RECOGNITION, CONTEMPORARY ART, AND THE
JURIDICAL PERSPECTIVE

Alberto Salarelli - Universita di Parma, Francesca Zanella - Universita di Modena e Reggio Emilia

The University of Parma, specifically through its Centre CSAC (Study Centre and
Communication Archive), started a fruitful collaboration with Visitl.ab Cineca since 2016, a

collaboration that is still going on with the PhD Course Philological-literary, historical-
philosophical and artistic sciences of the University of Parma. At that time our challenge was the
valorization of visual and design archives through a multiplicity of actions: studies on design
histories through the archives, cataloguing and digitization of archival fonds, valorization and
dissemination through exhibition activities and digital environments. We verified that through
the project Sottsass V'irtual Exhibitor, a project started on 2016 which keywords were Accessibility,
Narratives and Digital Archives, with a focus on the enhancement of cultural heritage, tangible
and intangible, through the research, the cataloguing, the digitizing and the design of a digital
environment. Thanks to the 3D representation of the 2017 exhibition Etfore Sottsass. Oltre il design,
held on the Cistercian church of the Valserena Abbey, we defined with Visitlab a gateway to the

University of Parma online catalogue and to external resources.

Since then, the horizon of possibilities and challenges on the field of Digital Humanities, Cultural
Heritage and Digital Technologies has drastically changed. Nowadays Culture Heritage can be
valorized, but we can also say enhanced, through a multiplicity of technologies and digital
instruments. As Pierdomenico Memeo wrote in the proceedings of the first workshop organized
by Visitlab Cineca, Al and Cultural Heritage. Between Research and Creativity, today we are facing a
revolution due to two factors: “systems such as neural networks, fuzzy control systems, and tools
for mathematical optimization; on the other, the tremendous amount of data created and
accumulated by the progressive expansion of digital systems. The former provided the seeds for

this new paradigm; the latter, the soil in which it could grow” [1, p. 10].

That’s why the topics of the Digital Humanities seminar for the PhD Course at the University of
Parma, are projects with which researchers and designers verify how to work with a great
amount of data, digitized collections, digital artworks and consequently new kind of digital

archives, or on image recognition (as in the speech of Lorenzo Baraldi, Multimodal and self-


https://www.csacparma.it/
https://www.csacparma.it/

supervised Al for Digital Humanities, for the project ArchiNervi, a collaboration between University

of Parma, University of Modena and Reggio Emilia and Fondazione MAXXI) |[2].

If we look at the papers presented at the prior AICH workshops, we can read interesting and
stimulating interventions on creativity and Al, on one hand, and on the research and production

of new knowledge in the field of archaeology, or history of arts.

The questions posed are how the definition of art and the creativity process are changing; how
artists experiment with the new neural networks, or with a big amount of data differently

produced and stored.

For the third AICH workshop we decided to face another problem that is strongly related to a
crucial question in the artistic debate since the beginning of the XX century: the role of the artist
in relation to the changing definition of art. We decided to face that question from the juridical
perspective, somehow assuming an historiographical proposal of Denis Riout [3], who identified
as a starting point for Modernity the 26th of November 1928 sentence against the tax applied to
Constantin Brancusi statues, that the New York douane agents didn’t recognized as works of art.
The sentence was based on the recognition of the changing nature of contemporary art; now we
need to understand the juridical perspective related to the presence of a non-human entity, too.
If we assign a juridical status to robots and Al, have we to presume rights but even duties? Is it

ethical to assign to a non-human subject rights and duties without its consent? [4].

All these questions, together with those related to NFT and blockchain techniques, are being
addressed in this workshop by scientists from a research team at the University of Parma, with

the aim of broadening the debate and opening up new research perspectives.
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FROM EXPERIENCE COMPLEXITY ARISES

Pierdomenico Memeo - Science writer, outreach expert

«You're gonna need a bigger boat.»

Chief Martin Brody (Roy Scheider), Jaws (1975)

Never has it been clearer to me than in this third iteration of the workshop on "Al, Cultural
Heritage and the Arts" that we will need many more perspectives and expertise to address the
fundamental changes that artificial intelligence is bringing to our well-established world of

cultural endeavour.

As we wade through the expanding applications of Al in a widening range of intellectual
activities, and as we delve deeper into understanding its mathematical and technological
underpinnings, we realise that we cannot confine ourselves to scientific debates and cultural
discourses, but need to include in our conversation a much larger collection of actors from many

different disciplines and circumstances.

For it is from experience that complexity emerges, and in order to address this complexity we

have found ourselves looking at it from different experiences.

To better understand the inner workings of Al systems applied to cultural heritage, we again
called on the expertise of mathematicians and programmers to explain their mechanics and
machinery; to better understand how to use them to ignite our creativity, we asked artists to
show us their inspirations and guide us through their process; to understand the impact of their
use on art collections and material archives, we asked historians and critics to shed light on
different media, from painted canvas to written parchment; to address pressing issues of rights
and intellectual property, we invited legal experts and legislators to unravel the tangled web of

conflicting interests.

On their own, each of the pieces you are about to read would have been a rewarding look at a
fascinating topic in artificial intelligence and cultural heritage; but together they paint a sweeping

view of a vast landscape that is both rapidly changing and constantly evolving.

13



To create this new perspective, we build on the previous workshops, and once again we move

forward in the confidence that this is just one of many.

Again, my gratitude goes to all contributors for sharing their knowledge and giving us their
unique perspectives on the intersection between artificial intelligence, cultural heritage and
artistic expression. I am grateful also to Antonella Guidazzoli, Head of CINECA VisIT Lab, and
Maria Chiara Liguori, digital historian, for inviting me again to host and chair the workshop, and

for giving me the opportunity to do my part in the realization of these proceedings.

Now, with me— look forward.
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A RESEARCH METHODOLOGY FOR THE EVALUATION OF
OPEN SCIENCE SOLUTIONS FOR CULTURAL HERITAGE

Antonella Guidazzoli, Simona Caraceni, Rossella Pansini, Maria Chiara Liguori — Visilab Cineca

Introduction

Among the fields of application of artificial intelligence tools, digital humanities constitute a
particularly interesting field for experimentation, given the variety of our cultural heritage and its
manifestations. Printed documents, manuscripts, paintings, archaeological finds are just some of
the classes of objects that are part of our heritage, each with peculiarities to be valorised and

made available to the public.

When dealing with such a rich variety of data, mapping the most advanced Al technologies in
open science is a necessary activity to make the national heritage more accessible to all audiences,

from specialized researchers to the general public.

An important aspect of these activities is the research on the state of the art, with the survey of
the technical and scientific literature, with particular attention to the applications of Al

technologies to the digital humanities, if available.

The immediate consequence of the census and analysis is the evaluation of the viability of the
tools identified, which takes into account both the level of training of the models, their
adaptability to culture-related contexts, and their usability within the High Performance
Computing (HPC) infrastructure. Cineca in fact, thanks to its supercomputing machines,

provides an ideal environment for training neural networks.

The research was mainly carried out by mining the main repositories for open-source tools:

Github and Hugging Face. Hugging Face, in particulat, is one of the most popular platforms for
learning and developing Al tools, with a large community of developers and researchers, and a

collection of pre-trained models, datasets, tutorials and documentation.

Technology scouting must take into account the continuous progress related to Al technologies
and is, therefore, carried out on an ongoing basis to ensure that technical documents are up-to-
date and the most suitable tools are identified. The tools listed in the present text are those

scouted up to February 2024.
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Scouting activities

The areas of research taken into account are:

Object Detection, NER (Named Entity Recognition), OCR (Optical Character Recognition),

HCR (Handwritten Character Recognition), Speech to Text, Text to Speech, Geocoding,

Language Translation and Al Image Enhancement. These areas are described below to outline

the area of activity and lay a common ground for understanding the technologies.

1) Object Detection

Object detection tools enable the detection of specific elements within a visual digital resource

(images, video) and automatic metadata collection by means of Al. Al object detection models

detect elements, delimiting them with bounding boxes and proposing a classification for them.

The digital resources processed with Object Detection are then enriched with a series of tags that

can be called up during the search.

Table n. 1 — A selection of Object detection tools

Name of Product site link Brief description from web sites
the tool
CLIP https://openai.co CLIP is a multimodal zero-shot model, which is able,
m/research/clip given an image and textual descriptions, to predict
the most relevant description for that image, without
specific training.
X-CLIP https://github.co X-CLIP is a multimodal zero-shot model, which
m/xuguohai/X- given a video and text descriptions, is able to predict
CLIP the most relevant description for that image, without
specific training.
RegionCLI https://github.co RegionCLIP is an extension of CLIP that provides
P m/microsoft/Reg the spatial location of a textual description. This
ionCLIP makes it possible to create Bounding Boxes.
OWL-VIiT https://github.co Owl-Vit, starting with keywords, finds matches in
m/google- images by drawing Bounding Boxes. No pre-training
research/scenic/tr | required.
ee/main/scenic/p
rojects/owl vit
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vild https://github.co VILD is another extension of CLIP for locating the
m/tensorflow/tpu | spatial location of a textual description.
tree/master/mo
dels/official/detec
tion/projects/vild
Detectron2 https://ai.facecboo | Detectron 2 detects the classes it is trained for by
k.com/tools/dete drawing Bounding Boxes.
ctron2/
SegmentAn | https://ai.meta.co | SegmentAnything draws the contours of detected
ything m/blog/segment- objects in an image (possibly also selected in
anything- bounding box).
foundation-
model-image-
segmentation/
YOLO v5 https://www.ultra | Deep learning framework, based on PyTorch, very
Iytics.com/yolo popular for its versatility, ease of use and high
performance
YOLO X https://www.ultra | Further version of Yolo, with simpler design and
lytics.com/yolo better performance. The aim of the application is to
bridge the gap between the research and industrial
communities.

2) NER - Named Entity Recognition

NER (Named Entity Recognition) is a NLP (Natural Language Processing) method that enables

the classification of text contents (words or sets of words) on the basis of categories, such as

names of people, organizations and places. The recognition of categories, and thus of named

entities, takes place by means of specially trained AI models and results in the semantic

enrichment of digital resources with metadata that are searchable and relatable to each other.

Name of the tool

Product site link

Brief description from web sites

WikiNEuRal https://github.com Model derived from the fine-tuning of a
Babelscape/wikineu transformer (Bert-base-multilingual-cased)
ral developed ad hoc for an NER task.

it_core_news_lg https://spacy.io/mo General purpose model for NLP tasks

dels/it#it core new

s Ig

(including NER) based on the SpaCy library.
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https://ai.meta.com/blog/segment-anything-foundation-model-image-segmentation/
https://ai.meta.com/blog/segment-anything-foundation-model-image-segmentation/
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https://ai.meta.com/blog/segment-anything-foundation-model-image-segmentation/
https://www.ultralytics.com/yolo
https://www.ultralytics.com/yolo
https://www.ultralytics.com/yolo
https://www.ultralytics.com/yolo
https://github.com/Babelscape/wikineural
https://github.com/Babelscape/wikineural
https://github.com/Babelscape/wikineural
https://spacy.io/models/it
https://spacy.io/models/it
https://spacy.io/models/it

spacy-dbpedia- https://spacyv.io/uni | Model that uses the SpaCy library to locate
spotlight verse/project/spacy entities that are then searched within the

-dbpedia-spotlight Wikipedia DB.

Tint https://dh.fbk.ecu/r Taking a text input via the dedicated site or
esearch/tint/ locally using the prompt and indicating the

task (NER), a txt file containing the

predictions is generated. Based on Stanford
CoreNLP.

Particularly in this field, we would like to mention I-Media-Cities, a Horizon 2020 project,

involving 9 of the major European film libraries, defined by the EU Innovation Radar as

"market ready", which was also tested and used in other projects, such as the urban
redevelopment of Ravenna's Dockyard (Project DARE, UIA, Urban Innovative Actions of the
European Community). Never has it been clearer to me than in this third iteration of the
workshop on "Al, Cultural Heritage and the Arts" that we will need many more perspectives and
expertise to address the fundamental changes that artificial intelligence is bringing to our well-

established wotld of cultural endeavour.

In order to be able to find elements within a text, it is necessary to read it from beginning to end.
The same thing happens with old film footage, which has to be seen from beginning to end in
order to be able to research or locate objects. Special technologies were applied in I-Media-
Cities, in collaboration with the Fraunhofer Institute of Technology, that made it possible to run
digitized and normalized film footage on the database with regard to the frame-per-second
characteristic. In addition to this, there is another innovative operation that we carried out from
the beginning in the I-Media Cities project that directly influenced the object recognition
process, which was to create a 'reverse story-boarding' that made it possible to subdivide the
footage into small portions that could be likened to shots, instead of the canonical scenes that
screenwriters work on. This allowed the algorithm to work with more manageable portions than

entire audiovisuals, in terms of length and complexity.

The Fraunhofer algorithm made it possible to detect various elements such as people, animals,
means of transport, objects and various other elements. These, as can be seen in the image
reproducing the interface (fig.1), have been 'tagged' as automatically detected, and marked by a
unique number that refers to the same object within the film, and identified by a color (red,
yellow or green) that, like a traffic light, indicates the degree of confidence of the algorithm in

having correctly detected what is shown.
18
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The purple tags can be enriched by other tags, which will not have the letter 'A' to mark them as

automatic, placed by researchers, archivists, citizens within the platform. Finally, there are orange

tags that refer to the geolocation of the film.

i T = e e e
e Ring

Fig. 1 — I-Media-Cities interface

3) OCR - Optical Character Recognition

OCR (Optical Character Recognition) tools enable automatic Al recognition of printed

characters.
Name of the Product site link Brief description from web sites

tool
Tesseract https://github.com/tesser | Tesseract is a well-known OCR engine

act-ocr/tesseract developed by Google. It is used in many
applications and has been in development
for over 30 years. Tesseract supports over
100 languages and can be trained on new
fonts and scripts.

19
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Ocropus

https://github.com/ocrop
us-archive/DUP-ocropy

OCRopus is an OCR system that combines
classical OCR approaches with new
machine-learning-based methods. It
includes a complete OCR workflow from
pre-processing to analysis and layout
recognition and can be used with Tesseract
and other OCR engines.

Kraken

https://kraken.re/main/in

dex.html

Kraken is an OCR engine that uses deep
learning techniques designed to handle
complex OCR tasks, such as text
recognition in historical documents. It can
be trained on new fonts and styles and
supports multiple languages.

Calamari

https://github.com/Cala

mati-OCR /calamati

OCR engine based on OCRopy and
Kraken using python3. It is designed to be
easy to use from the command line but also
to be modular in order to be integrated and
customized by other Python scripts.

4) HCR - Handwritten Character Recognition

HCR (Handwritten Character Recognition) tools enable automatic transcription of handwritten

and typewritten texts, both alphabetic and numeric, using specially trained models.

Name of the
tool

Product site link

Brief description from web sites

20
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Transkribus https://readcoop.e

u/it/transkribus

Transkribus is an Al-based platform for text
recognition, transcription and research of
historical documents, from anywhere, anytime and
in any language.

TrOCR https://github.com

microsoft/unilm/t

ree/master/trocr

TrOCR is an end-to-end text recognition
approach with pre-trained image and text
Transformer models, which exploits the
Transformer architecture for both image
understanding and text generation.

5) Speech to Text

Speech to Text tools enable the automatic and simultaneous transcription of human speech into

written text. These tools are now increasingly used and common in our daily lives, e.g. in

subtitling videos.

nnote/pyannote-audio

Name of Product site link Brief description from web sites
the tool
Pyannote https://github.com/pva It is an open-source toolkit written in Python

for speech diarization. Based on the PyTorch
machine learning framework, it comes with
state-of-the-art pre-trained models and
pipelines, which can be further optimized for
personal data for even better performance.
Speaker Diarization: splits audio based on
people speaking

Whisper https://openai.com/rese

arch/whisper

Automatic speech recognition system trained on
680,000 hours of supervised multilingual and
multitasking data collected from the web.
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SpeechBra | https://speechbrain.gith Open Source conversational artificial

in ub.io/ intelligence toolkit. Designed to be simple,
flexible and well documented. It covers various
technologies to deal with audio and achieves
competitive performance in various fields.

Whisper https://huggingtace.co Combination of Whisper and SpeechBrain,

speaker spaces/vumichien/Whis useful for using OpenAls Whisper to transcribe

diarization | per speaker diarization and diarise audio files.

6) Text to Speech

Text to Speech (T'TS) tools enable the artificial reproduction of the human voice for reading a

written text.

Name of the

Product site link

Brief description from web sites

revsic/tf-glow-tts

tool
OpenTTS https://github.com Tool that unifies access to multiple open source
synesthesiam/opentt | speech synthesis systems and voices for different
s languages.
Supports a subset of SSML that can use multiple
voices, speech synthesis systems and languages.
Whisperspeec https://github.com An Open Source speech synthesis system built
h collabora/WhisperS by inverting Whisper, formerly known as speat-
peech tts-pytorch.
The aim of the model is for it to be similar to
Stable Diffusion, but for speech, powerful and
easily customisable. Currently only used with
appropriately licensed voice recordings. The
code is Open Source.
Glow TTS https://github.com Generative flow for speech synthesis via

monotone alignment search.
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Deep Voice 3 https://github.com PyTorch implementation of speech synthesis
19y9/deepvoice3 py | models based on convolutional neural networks.
torch

Tacotron 2 https://github.com PyTorch implementation, which reports faster
NVIDIA /tacotron2 and more real time inference than the former.

WaveGlow https://github.com Flow-based network capable of generating high-
NVIDIA /waveglow quality speech from mel spectrograms.

WaveGlow combines the information from
Glow and WaveNet to provide fast, efficient and
high-quality audio synthesis without the need for
auto-regression. WaveGlow is implemented
using a single network, trained via a single cost
function to maximize the verisimilitude of the
training data.

WaveNet https://deepmind.g Google Wavenet Text to Speech is a powerful
oogle/technologies and advanced text-to-speech (T'TS) system
wavenet/ developed by Google's DeepMind. It uses state-

of-the-art machine learning and deep learning
algorithms to synthesize high-quality, natural-
sounding speech from text input in audio files.

Parallel https://github.com Wavenet implementation with other models

WaveNet kensun(/Parallel-

Wavenetrtab=readm
e-ov-file

Parallel https://github.com/ | PyTorch implementation of Google's Parallel

Tacotron 2 keonlee9420/Parallel | Tacotron 2: a non-self-regressive neural TTS
-Tacotron2 model with differentiated duration modeling.

WaveGrad 2 https://wavegrad.git | Google Brain WaveGrad 2 is an end-to-end
hub.io/v2/ non-autoregressive generative model for speech

synthesis trained to estimate data density
gradients.
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https://github.com/keonlee9420/Parallel-Tacotron2
https://github.com/keonlee9420/Parallel-Tacotron2
https://github.com/keonlee9420/Parallel-Tacotron2
https://wavegrad.github.io/v2/
https://wavegrad.github.io/v2/

ItoWave https://wushoule.git | Vocoder based on a pair of forward- and
hub.io/ItoAudio reverse-time stochastic differential equations
(SDE).
DiffGAN- https://github.com Efficient, high-fidelity voice synthesis with GAN
TTS keonlee9420/DifftG denoising
AN-
TTS?tab=readme-
SUNO-AI- https://github.com Bark is a transformer-based text-to-audio model
BARK suno-ai/bark created by Suno. Bark can generate highly
realistic multilingual speech and other types of
audio, including music, background noise and
simple sound effects. The model can also
produce non-verbal communications such as
laughter, sighing and crying.
VALL-E-X https://github.com An open source implementation of Microsoft's
Plachtaa/VALL-E-X | VALL-E X zero-shot TTS model.
StyleTTS2 https://github.com Text-to-speech (T'TS) model that exploits style
y14579 /Style T'TS2 diffusion and adversarial training with large
speech language models (SLM) to achieve
human-level TTS synthesis
coqui TTS https://github.com Library for the generation of advanced text-to-
coqui-ai/TTS speech, with pre-trained models for more than
1100 languages; tools for training new models
and perfecting existing models in all languages;
tools for analyzing and processing datasets.
Tortoise-TTS https://github.com Tortoise is a text-to-speech tool built with the

neonbib/tortoise-tts

following priorities:
-Strong multiple speech synthesis capabilities.
-Highly realistic pronunciation and intonation.
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7) Geocoding

Geocoding is the function that allows geographical information (in particular latitude and

longitude coordinates) to be extracted from the textual description of a location, such as an

address or place name.

Name of the

Product site

Brief description from web sites

g/project/geop

v/

tool link
Google Maps https://develo
pers.google.co An application that among other functions is useful
m/maps/docu for finding and reaching the desired location in just a
mentation/ceo | few clicks, shows and analyzes geospatial data on a
coding/overvie | Map to help the user make decisions, identifies places
wrhl=it in the vicinity to simplify everyday decisions.
Map Box https://docs.m
apbox.com/api Application for both forward geocoding, i.e.
/search/oeoco | converting locations in text into geographical
ding/ ' coordinates, and reverse geocoding, i.e. converting
geographical coordinates into locations, names.
OpenStreetMap | https://wiki.op
enstreetmap.or Tool built with the interaction of several users
o /wiki/OSMPy | (community of mappers) that helps to keep up-to-date
thonTools data about roads, trains, cafes, railway stations and
much more for the whole world.
Nominatim https://nomina
tim.or Tool that uses data from OpenStreetMap to find
geographical locations from addresses or cities
(geocoding). It can also be used to find addresses from
geographical coordinates.
Geopy https://pypi.or

Geopy allows Python developers to easily locate the
coordinates of addresses, cities, countries and
landmarks around the world using third-party
geocoders and other data sources. The tool includes
geocoding classes for OpenStreetMap Nominatim,
Google Geocoding API (V3) and many other
geocoding services.
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8) Language Translation

Language Translation tools enable Al-based translation of textual metadata of a digital resource

from one language to another.

Name of the
tool

Product site link

Brief description from web sites

OpenNMT

https://opennmt.net/

https:
aNMT

github.com/Ope

OpenNMT is an open source ecosystem for
neural machine translation and neural

sequence learning,.

LibreTranslate

libretranslate.co

https:

m/

API translation tool, free and Open Source.
Self-hosted, offline and easy to configure.
Unlike other APIs, it does not rely on
proprietary providers such as Google or
Azure to perform translations. Its translation
engine is powered by the open source library
Argos Translate.

OPUS MT

https://opus.nlpl.cu

OPUS is an ever-growing collection of web-
translated texts. The OPUS project seeks to
convert and align free online data, add
language annotations and provide the
community with a publicly available parallel
corpus. OPUS is based on open source
products and the corpus is also provided as
an open content package.

9) AI Image Enhancement

Image enhancement tools enable the improvement in resolution of digital images. Image

enhancement is often preliminary to the application of other Al tools, such as Object Detection,

OCR and HCR.
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Name of the tool Product site link Brief description

https://stability.ai
Stable diffusion Multi-purpose CV model
based on diffusion models

Mmagic https://github.com/open- | multi-purpose zoo model

mmlab/mmagic including image super

resolution using both GAN

and diffusion models

The models identified by the analysis of the technical/scientific literature in the field of open
science reveal a very rich and varied panorama, potentially capable of satisfying sorting and
classification needs. The assessment of the immediate operability of the tools cannot, however,
disregard the awareness of the specificity of the field of application. Hardly a general-purpose
model for Object Detection, NER or HCR will be able to interpret and return accurate metadata
on cultural heritage, which includes within its various expressions, each with its own peculiar

characteristics.
Conclusions

The work done so far allows us to reflect on the importance of adapting open source engines to
the specific needs of cultural heritage and on the need to organize working environments that
allow the creation of customized datasets, responding to the needs of different profiles, such as
archivists and researchers in the field of digital humanities (DH) in Human - Ai collaboration

environments.

The application of technological workflows, combining digitisation and artificial intelligence
tools, aims to make the management and interrogation of cultural content much faster and more

efficient.

The time needed by the scholar to evaluate the source, irrespective of whether it is iconographic

or textual, is reduced to the essentials of examining what is really pertinent.
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This genuinely computerized breakthrough finally makes it possible to strengthen research with
quantitative studies that were previously only feasible at the cost of very long execution times
and that, in any case, did not guarantee the collection and analysis of what was actually useful for

furthering the research topic.

The leap enabled now by the application of these tools, therefore, guarantees a drastic
improvement. In the days of the I-Media-Cities project, even the application of an algorithm
capable of automatically segmenting audiovisual content into shots had already allowed tagging

at a higher level of granularity.

During research on public transport in an urban context, for instance, the availability of the tag
'tram’, referring to the precise shot where a tram is shown, drastically reduces the time needed in

order to find pertinent content.

Similarly, by applying a pipeline such as the one hypothesized for newspapers and presented in
these Proceedings by Silvano Imboden, Giulia Cardano and Corrado Consiglio, should a
researcher wish to carry out an analysis on print advertisements, it would be possible to quickly
isolate the desired material. A further drastic cut in time required would be prompted by the

presence of recognisable text to be submitted to OCR systems.

This would allow the automatic selection of advertising campaigns by content type, as well as the
possibility of collecting data on the size of advertisements and their distribution in the

newspaper, both within the page and in the newspaper as a whole.

It is evident, therefore, how the well-controlled application of the right tools and the most
appropriate pipelines, depending on the different types of content, will enable the humanities to

progress, deepening and broadening its research, at an unprecedented rate.
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NEW PERSPECTIVES IN MANAGING HERITAGE
DOCUMENTS

Silvano Imboden, VisitLab - CINECA; Giorgia Cardano, Corrado Consiglio — UNIBO

Introduction!

Italy is home to a wealth of institutions, both public and private, which are the custodians of an
immense collection of documents. These records date from ancient times, when scribes
meticulously wrote texts by hand, to the invention of the printing press, which revolutionised
access to books and newspapers. The nature of the content varies widely, including legal
documents, notarial acts, correspondence between nobles, as well as literature, music, poetry and
information. This vast "big data" encapsulates our past, and it is the responsibility of the

community to preserve and make the best use of it.

With the advent of digital technology and scanning, many of these documents have been
digitised and made available online, leading to significant improvements in both preservation and
accessibility. After scanning, the logical next step is to convert images into text using Optical

Character Recognition (OCR) techniques.

The benefits of converting images into structured information are many. It opens possibilities
for further processing, such as Named Entity Recognition (NER), allows documents to be
searched by text or keywords, and facilitates data mining for statistical insights. Text-to-speech
technologies can enable visually impaired people to 'listen' to documents, while Large Language

Models (LLMs) can generate derivative documents such as summaries or translations.

However, a significant share of these documents has yet to be converted into text. While there
are effective OCR tools, such as Tesseract, that can convert printed text in different languages,

these tools struggle with more complex documents, such as manuscripts, scores and periodicals.

Fortunately, advances in Al technologies are bringing new approaches to overcome these
challenges. The present contribution introduces readers to the results of two studies carried out

by Cineca on these innovative tools.

The first analysis focuses on the processing of newspaper and magazine images. Before

proceeding with OCR, it is essential to recognise and split the page into its constituent elements:

1 The following section has been written by Silvano Imboden.
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titles, paragraphs, images and captions. This analysis must also reveal the hierarchical structure of
the content, indicating, for example, that a caption refers to a particular image that is part of an
article with a specific title. This process, known as "layout analysis", uses a tool called
LayoutParser. It is an open-source tool that comes with several models tailored to specific use

cases.

The results indicate that for certain document types, such as scientific publications, existing
models already yield good quality results. However, for more complex layouts, like those found
in newspapers, fine-tuning of models is necessary to address specific cases. In conclusion, we can

say that layout analysis is a problem that is partially solved and continues to evolve.

The second study is in handwritten text recognition (HCR). We experimented with TrOCR, an
open-source tool from Microsoft based on the latest transformer architectures. Our aim was to
use it to process the corpus of letters of Isabella d'Este, generously provided by the Mantua
Archive and previously digitised in collaboration with the IDEA project (Isabella d'Este Archive,

directed by Professor Deanna Shemek of the University of California, Irvine).

During this experiment, it became clear that the models provided with TrOCR, trained on
modern English texts, were not suitable for our corpus and required specialization. Fine-tuning a
model involves creating pairs of question/answer inputs, whete each pair consists of an image of
the text and its corresponding transcription. This data is then used to train the model starting

from its previous version.

However, while the work required is substantial, preparing a few hundred documents can enable
a model to process thousands. In the case of Isabella's letters, which comprise about 37,000
images, we achieved a commendable 87% in character recognition accuracy, which can be

further improved with subsequent iterations.

In summary, thanks to modern Al solutions, many obstacles that have hindered the complete
digitization of our cultural heritage are being addressed. The automated processing of large

corpora will soon be feasible, making this data highly valuable for the entire community.
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Research on analysis and layout detection of documentary resources leveraging open-

source artificial intelligence software?

As part of a national endeavour to digitize the Italian cultural heritage and create a digital library;
thanks to an action promoted by the Italian Ministry of Culture and financed through PNRR
funds, Cineca was committed, along with other tasks, to the technical scouting activity. In
particular, the task aims to look for and test open - source software capable of exploiting artificial
intelligence models to perform specific actions on images of texts of different nature (printed
texts, manuscripts, newspapers, microfilm, musical scores etc...). These tasks mainly involved
character recognition activity of printed texts (OCR), i.e., scanning of images with a single area of
text; character recognition of handwriting in manuscripts (HCR) through a detection of
individual lines of text in the image; layout parsing, i.e., analysis of images of texts to be divided
into several areas; NER (Named Entity Recognition) tasks to identify words and/or phrases and

classify them.

In the next few paragraphs we are focusing specifically on research and testing of software

features that can recognize the layout of text images using artificial intelligence models.
Layout parsing and recognition of documentary resources

The activity of layout parsing applied to document images consists in identifying and subdividing
images reproducing formatted pages of texts, defining the different areas that compose the
structure and arrangement of the elements of the document under analysis. This operation can
be applied to resources of a varied nature: from the most common ones, such as the pages of a
book, a newspaper or a periodical magazine, but also scientific publications (legal, medical etc...),
historical documents, manuscripts, to documents that have an articulated structure, such as

tables, receipts/invoices, musical scores, maps (Fig. 1).

Through a layout parsing process it is possible to locate on a page of a book the areas that
identify the title of a chapter, paragraphs and sub-paragraphs, any headings and subheadings,

images, tables, etc.

The tools must therefore recognize certain areas on the page, such as the header (name of the
newspaper), titles and subtitles of articles, any image and the paragraph of the articles. Once
these areas had been identified, it would then be possible to apply OCR and, thus, extract the

textual content within the layout area.

2 The following section has been written by Corrado Consiglio.
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The first part of the research focused on a scouting activity aimed at finding potential
opensource software with related documentation on the network that could meet the Ministry of
Culture's requirements. In this regard, the two main repositories consulted were GitHub and
Hugging Face. After careful research, the software chosen to achieve the goals set was Layout

Parser.
Scouting activity: Layout Parser software

The technology scouting activity highlighted that, at the moment, there is not a large diffusion of
open-source tools equipped with artificial intelligence models that can effectively perform layout
parsing of documents. The only tool identified capable of performing this task properly is the

aforementioned Layout Parser.
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Fig. 2 — Layout Parser applied to different type of printed contents.

Layout Parser is a software with a rich repository of deep learning models for layout detection
and a set of unified and optimized APIs for their use. Due to this, layout analysis and detection

of document images can be performed in only a few lines of code.
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Layout Parser, through its APIs, provides several functions to perform layout recognition tasks

to the fullest:

o Selecting layout/textual elements in the left column of a page.

e Performing OCR for each detected Layout Region.

e Flexible APIs for visualizing the detected layouts.

e Loading layout data stored in Json, csv, and even PDFs.

Furthermore, the tool comes with an open platform for sharing pre-trained layout detection

models and pipelines for conducting image analysis.

After studying the related documentation, the choice of Layout Parser seemed the most suitable

thanks to its rich repository of pre-trained and ready-to-use artificial intelligence models, an

aspect that was in line with Ministry requirements as well. Once the validity of the tool was

approved, the next step was to better understand what models were pre-trained and integrated

into Layout Parser and how they work. Those models are presented in Fig. 3.

Model Catalog

Dataset
HJDataset
HJDataset
HJDataset
PubLayNet
PubLayNet
PubLayNet
Primalayout
NewspaperNavigator
TableBank
TableBank

Math Formula Detection(MFD)

Fig. 3 - Official Model Catalog of Layont Parser

Model
faster_rcnn_R_50_FPN_3x
mask_rcnn_R_50_FPN_3x
retinanet_R_50_FPN_3x
faster_rcnn_R_50_FPN_3x
mask_rcnn_R_50_FPN_3x
mask_rcnn_X_101_32x8d_FPN_3x
mask_rcnn_R_50_FPN_3x
faster_rcnn_R_50_FPN_3x
faster_rcnn_R_50_FPN_3x
faster_rcnn_R_101_FPN_3x

faster_rcnn_R_50_FPN_3x

Config Path

Ip://H]Dataset/faster_rcnn_R_5
Ip://HJDataset/mask_rcnn_R_5C
Ip://HJDataset/retinanet_R_50_
Ip://PublLayNet/faster_rcnn_R_5
Ip:/fPubLayNet/mask_rcnn_R_5!
Ip:/fPubLayNet/mask_rcnn_X_1!
Ip://Primalayout/mask_rcnn_R_
Ip://NewspaperNavigator/faster
Ip:/#/ TableBank/faster_rcnn_R_5(
Ip://TableBank/faster_rcnn_R_1(

Ip://MFD/faster_rcnn_R_50_FP!

>

As shown in the table, the available models are the faster_rcnn, mask_renn and retinanet. The

faster_renn model and the more advanced wask_renn essentially are two neural networks
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specialized in image recognition [1], while the rezinanet model represents a benchmark in object

detection because of its advanced features [2].

All three models were trained on several datasets to recognize the layouts of different types of
documentary resources. Three datasets attracted our interest in the early stages of the research:

HJDataset, PubLayNet, and TableBank (Fig. 4).

Layout Parser Main Datasets

HJ Dataset PublayNeft TableBank

Fig. 4 - Three example images of main datasets in Layont Parser

HJDataset is a large collection of historical texts of Japanese culture characterized by a complex
layout structure. There are in fact more than 250,000 layout elements identified through seven

different types of annotations [3].

PublLayNet is a dataset for document layout analysis by automatically matching the XML
representations and the content of over 1 million PDF articles that are publicly available on
PubMed Central. The size of the dataset is comparable to established computer vision datasets,
containing over 360 thousand document images, where typical document layout elements are

annotated [4].

TableBank is a new image-based table detection and recognition dataset containing 417K high
quality labeled tables and built with novel weak supervision from Word and Latex documents on

the internet [5].

According to what the documentation illustrates, the training of the models was mainly focused

on these three datasets; nevertheless, there are also three other datasets that were used for
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training and hence they have been studied to have a comprehensive understanding of what the

tool could globally offer. These additional datasets are presented below:

Primalayout: This dataset has been created primarily for the evaluation of layout analysis
(physical and logical) methods. It contains realistic documents with a wide variety of layouts,
reflecting the various challenges in layout analysis. Particular emphasis is placed on magazines

and technical/scientific publications which are likely to be the focus of digitisation efforts [6].

Newspaper Navigator: This dataset consists of extracted visual content for 16,358,041 historic

newspaper pages in Chronicling America. The visual content was identified using an object

detection model trained on annotations of World War 1-era Chronicling America pages, including
annotations made by volunteers as part of the Bevond Words crowdsourcing project [7]. The

resulting visual content recognition model detects the following types of visual content:

e Photograph

e [llustration

e Map

e Comics/Cartoon
e Editorial Cartoon
e Headline

e Advertisement

Math Formula Detection (MFD): FormulaNet is a new large-scale Mathematical Formula

Detection dataset. It consists of 46'672 pages of STEM documents from arXiv and has 13 types

of labels. The dataset is split into a train set of 44'338 pages and a validation set of 2'334 pages
[8]-

Once the main characteristics of each dataset were understood, the next step was to try the
functioning of these models on a test dataset, i.e., a collection of newspapers, to evaluate the
ability to recognize the layout of this type of documents as required by the MIC. To accomplish
this task, while waiting for the datasets provided by the Ministry, a specific dataset was created ad

hoc based on the newspapers digitised by the S7oria e Menoria di Bologna project.

Newspapers layout detection on the Storia e Memoria di Bologna newspapers dataset

Storia e Memoria di Bologna is a project that intends to give voice to all the major and minor
protagonists who have made the history of the city: the fallen during the Great War and the

Resistance, the victims of the Monte Sole massacre, and the illustrious predecessors who rest in
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the Monumental Certosa Cemetery. The biographies of these figures are strictly connected with
events, places, works of art, monuments and archival documents that, through the different

sections into which the portal is divided ("Scenari"), are explored in more detail.

In particular, the section used to create the dataset was the one dedicated to the city's

newspapers ("Sfoglia i giornali") (Fig. 5).

RIA E MEMO
DI BOLOGNA

ILPROGETTO  SCENARI  CHISIAMO  CREDITI

Persone  Eventi  Luoghi ~ Opere  Organizzazionisociali emilitari  Sfogliaigiomnali  Percorsi suggeriti | Collezioni digitali

Sfoglia i giornali

&i austriaci continuano a ripiegare sui Carpazi
distruggendo i ponti @ i depositi di munizioni

Piit di 900 cannoni catturati a Przemysl - Progressi francesi nella Woevre
Ba Cistantiog rfih sampne i e x-m': :n. Turckia | La guerra & blaces

—socle M : m:th'uﬁ-mniWI I edesch cnserann 920,
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1915 1916 1917 | 1918 | 1919 | 1939 1940 | 1941 | 1942 | 1943 | 1944 1945 | 1946

Fig. 5 - Storia e Memoria di Bologna web page: the historical newspaper section.

This section contains a collection of newspapers in Italian language, I/ Resto del Carlino and 1/
Giornale dell' Emilia, published during the World Wars years. From these newspapers a selection
has been made by choosing for each year all the issues that came out within 3-4 specific months.
This choice was made to cover possible changes in layout that characterized the newspapers over
time. After collecting an adequate number of newspapers, the different models were tested by

simply following the code in the software documentation (Fig. 6).

import layoutparser as lp
model = lp.DetectronZlayoutModel(
config_path ="lp://PublLaylNet/faster_rcnn_R_5@_FPN_3x/config', # In model catalog
label_map ={@: "Text™, 1: "Title", 2: "List", 3:"Table", 4:"Figure"}, # In model  Label_mayp
extra_config=[ "MODEL .ROI_HEADS.SCORE_THRESH_TEST", ©.8] # Optional
)

model.detect(image)

Fig. 6 - The code used for testing each model with Storia e Memoria di Bologna dataset.
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Dataset Label Map

HJDataset {1:"Page Frame”, 2:"Row", 3:"Title Region”, 4:"Text Region”, 5:"Title", 6:"Subtitle”,
PublLayNet {@: "Text", 1: "Title", 2: "List", 3:"Table", 4:"Figure"}

PrimaLayout {1:"TextRegion”, 2:"ImageRegion”, 3:"TableRegion™”, 4:"MathsRegion", 5:"SeparatorRegiol
NewspaperMNavigator {@: "Photograph”, 1: "Illustration”, 2: "Map", 2: "Comics/Cartoon”, 4: "Editorial Car
TableBank {@: "Table"}

MFD {1: "Equation"}

Fig. 7 - The label maps defined for each dataset.

To test each model individually, it is enough to select the configuration path indicated in the

models' catalogue (config_path) and the specific label map that allows the recognized layout areas to

be named by labels (Fig. 7). After defining the path where the png images, converted from the

original pdf files, are located, the model-specific function for detecting the chosen image layout

(model.detect(image)) was applied and the code executed.

After several tests on selection of images using the three main Layout Parser datasets

(HJDataset, PubLayNet, Tablebank) as a reference point, issues were encountered:

On different occasions the areas in the newspaper page (header, titles, subtitles, images,
text of the individual article, etc...) were not recognized correctly by the corresponding
bounding boxes, i.e., rectangular figures that the model uses to delimit a specific
identified area. Often the position of those areas was inaccurate with respect to its
content.

Opverlapping bounding boxes belonging to areas of different types; this appears to be the
consequence explained in the previous point, in fact many times the boundaries of one
area, in addition to being misplaced with respect to its content, were also overlapped with
those of another.

No recognition of any area on the page under examination.

Excessive noise found in the final result regardless of the recognition threshold value set.
Within the code there is the possibility of setting the threshold value of the algorithm
(confidence threshold): this value ranges from 0 to 1 and allows the model to produce a

number of areas that it considers to be potentially more or less valid:
extra_config=["MODEL.ROI_HEADS.SCORE_THRESH_TEST", 0.8]

With values close to zero the model identifies on a page a greater number of areas of
which it is not totally certain of their correctness, while values close to one the model will
provide areas that are considered valid with a greater degree of confidence.
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The confidence threshold acts to some extent as a filter in the number of recognized areas,
since those with values below the threshold will not be considered by the model: the
closer the threshold is to zero potentially the greater the number of identified areas, even
though some of them may be incorrect; on the contrary, a threshold value close to one
implies a potentially smaller number of areas on a page although theoretically more
correct.

A non-optimal confidence threshold value (too low or too high) can lead on the one hand to
many incorrectly identified areas, and on the other hand to a small number of correct
areas but with the possibility of having excluded others that are potentially valid.
Nevertheless, in our tests setting the confidence threshold value close to 0 or 1 in several
cases did not affect the number of areas recognized on the page because they were either

too many and indistinguishable or completely absent.

The main cause of the problems listed above was identified in the fact that the models were
trained to recognize layout elements on different types of text compared to that of Storia e
Memoria di Bologna newspapers, and this would explain the reason for largely unsatisfactory

results.

More specifically, the historical Japanese-language texts in HJDataset have a layout structure (text
arranged for vertical reading) and language characters (ideograms) that are completely different

from the Italian language of the newspapers.

As for the PubLayNet and Tablebank datasets, these are born-digital scientific publications
containing computer-generated writing, complex images and tables of various nature,
mathematical formulas and text arranged mostly in one or two columns. In contrast, the
resources of Storia e Memoria di Bologna are medium-to-high resolution scans of newspapers from
the first half of the 20th century, with text that is often very dense and arranged in multiple

columns.
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Example of two complete opposite results

Dataset: HJDataset, Modello: retinanet_R_ Dataset: PubLayNet, Modello:mask_rcnn_X_101_
50_FPN_3x , Threshold: [0.10, 0.50, 0.80] 32x8d_FPN_3x, Threshold: [0.10, 0.50, 0.80]

| T ol € s i s

‘per 1850 bimbi povert

[T B — I
| LRONACA DI_BOLG i /o | \
| e T R :

! ! 1
| |

apaY
BellE

Figg. 8-9 — Testing threshold values with different dataset and models.

In the image on the left it can be seen that, regardless of the threshold values set, the final result
was a page in which no precise layout area could be accurately detected; on the other hand in the
image on the right, using the same threshold values but different dataset and models, the final
result was always a page in which no layout area could be detected. Further tests were done on
other images trying the three models and corresponding datasets, but the results were still

approximately the same (Figg. 8-9).
Newspaper Navigator Dataset and Faster_rcnn_R_50_FPN_3x model

Following the results previously obtained the test dataset was also tested with the mask

renn/ faster_renn models trained on the Primalayout, Math Formula Detection and Newspaper
Navigator datasets. In the case of the Primal.ayout and Math Formula Detection models the
results were very similar to those shown above for the same reasons presented before. The
Faster_renn_R_50_FPN_3x model trained on the Newspapers Navigator Dataset, to the contrary,

provided the best results, compared to HJ Dataset, Publaynet e TableBank datasets as well.
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CRONACA DI BOLOGNA

'La Befana & artivata in anticipo o suclalfusionisti bolognesi /#ié cne riprena
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Fig. 10 - A result of the faster_rccn model trained with Newspaper Navigator dataset.

As already mentioned, The Newspapers Navigator Dataset is a collection of 16,358,041 visual
contents extracted from historical newspaper pages of Chronicling America. Such content was
identified using an object detection model on Chronicling America's page annotations related to
World War I. Among the various contents were identified titles and subtitles of articles,

advertisements, maps, illustrations, comics/cartoon, photogtraphs, etc.

Figure n. 10 shows one of the best results obtained: in yellow are highlighted the headlines and
subheadings of the articles, while in pink, on the right, are the advertisements. Even the
photograph in the second column from the left has been properly recognized. On each
bounding box there are labels for naming the detected area (Headline, Advertisement,
Photograph). As can be seen most of the headlines, advertisements and the one photograph
were identified and labelled correctly with a confidence score threshold set to 0.10.

The reason for the excellent results obtained is that the Newspaper Navigator dataset, on which
the model was trained, presents a very similar type of resources in terms of layout with S7oria e

Memoria di Bologna dataset (they are both collections of newspapers from the first half of the
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1900s) and the visual content identified in Chronicling America appears to be similar to what could
be potentially extracted from the newspapers available in S#ria e Memoria using the same object
detection model of Newspaper Navigator dataset.

Unfortunately, the model was not trained to recognize paragraphs and textual areas under
headlines, so it was not possible to identify the textual content of individual articles.
Nevertheless, an alternative way to solve this problem was attempted and the results are
presented in more detail in another research conducted in relation to the Ministry project as well.
The capability to recognize specific layout areas in a document such as a newspaper can open up
opportunities to further disseminate the content of a resource in original manner as well. Tools
such as Layout Parser highlight not only the great potential of software equipped with artificial
intelligence models but also how much such instruments can improve the dissemination, study,

and understanding of complex and distant documentary resources.

Creation and development of a dataset for automatic transcription of handwritten text

(HCR)®

The second study presented in this paper is about handwritten character recognition (HCR).
Italy's cultural heritage is characterised by a considerable archival and book heritage, like loose

documents and codices, most of which are handwritten [9].

These codices and documents typically belong to the medieval age and are characterised by being
difficult to read. This happens because in the course of history, book and document writing, in

their typologies, have undergone exponential evolution.

An example is the change between the Roman capital script of the 3rd century A.D. and the Oncial
script of the 4th century A.D.; about a century elapsed between these scripts and in this time the

script completely changed its initial connotations.

In addition, in codices and manuscript documents, it is also possible to observe a large number
of abbreviations of various forms and types. The practice of abbreviations was very much in
vogue in the Middle Ages, writing materials such as papyrus and parchment were expensive and
difficult to obtain, and the production, complex, was time-consuming. Consequently, it was
essential to apply space-saving criteria to save as much as possible on the purchase of papyrus

and parchment media.

Unfortunately, there are not many codices and manuscript documents transcribed, meant as

given in a type of handwriting that we can easily understand [10], with these types of changes:

3 The following section has been written by Giorgia Cardano.
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dissolving abbreviations, replacing ancient punctuation (where present) with a modern one,
capitalising letters as in the manuscript, separating words to bring them back to the
morphosyntactic norm in obvious cases, marking textual gaps along with line changes, and

maintaining numbering as in the original manuscript [11].

Therefore, as there are not many transcriptions, research in this area appears more complex and

requires more time for the analysis of the codex/document.

To fill this great gap, Cineca Visitfl ab, thanks to the national project for the digitisation of cultural
heritage, is working at a tool for the automatic transcription of manuscript text (HCR), which
could significantly reduce the time needed to analyse the materials and at the same time enrich
our cultural heritage by bringing people with no particular knowledge on this field closer to it, as
well as making a major contribution to the forthcoming creation of the Digital library with
PNRR funds.

This project was based on the digitisations of the Copialettere of Isabella d'Este by Prof. Deanna
Shemek of the University of California Irvine, who kindly granted the images for neural network

training.

Between the 15th and 16th centuries the passage from the medieval to the modern age was
definitively established. The advent of humanism characterised the flourishing of classical
language studies and classical literature, as they were considered a tool of spiritual elevation for
mankind, and the recovery, study and publication of classical texts were placed at the centre, with

the final goal to elaborate a more modern civilisation based on a new way of thinking.

It was during this period that the figure of Isabella d'Este emerged in Mantua, born in Ferrara in
1474 from Duke Ercole and Eleonora of Aragona and educated by Battista Guarini. At the age
of sixteen, she was given in marriage to the Marquis of Mantua Francesco II Gonzaga and in this
environment, she celebrated art in all its forms from the beginning, so much so that she gathered
around her the Accadenia de Santo Pietro in which Equicola (her secretary), Battista Spagnoli,

Baldassarre Castiglione and Matteo Bandello took part.

Isabella entrusted high-caliber artists with constructions and decorations, bringing together

masterpieces and precious collections in her Studiolo.

In addition, Leonardo da Vinci, il Francia, and Tiziano painted portraits of her, while Raffaello
was asked to represent her eldest son, Federico. Isabella was a woman of great culture and a

great patron of the arts with a truly superfine artistic taste, so much so that Ariosto described her
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as “Isabella liberal and magnanimous”, while Matteo Bandello described her as “supreme among

women' and Niccolo da Correggio reserved for her the title of “the first woman in the world”.

The Marchioness of Mantua proved to be politically astute as she had to take the regency of the
Marquisate for a year because her husband, Francesco II Gonzaga, was imprisoned in Venice in
1509. Thanks to the diplomatic intervention of Isabella and her ambassadors: Ludovico
Brognolo, Fra Anselmo da Bologna and Pope Julius 11, she managed to free her husband from
imprisonment, although she had to hand over her son Federico, who stayed at the papal court, as
a pledge of loyalty [12]. Isabella also had a very dense correspondence, as she maintained
friendships with men of letters and artists, as well as diplomatic and power relations with
European sovereigns, emperors, princes and lords of the Italian courts.

This very complex network of relationships can be read through her more than considerable
epistolary (one of the most important for quantity and quality of the Renaissance). Today, the
Mantua State Archive preserves and safeguards this legacy of great importance, of which there
are a total of 47 letters written by Isabella's hand, divided into the Autografi collection, constituted
by the archivists in the 18th century, Autografi 1”vlta, dating back to the first half of the 19th
century, and Tamassia, a miscellany of epistles and decrees. In contrast, the F. II. 9 of the
impressive Gonzaga Archive includes all the Copralettere of the Gonzaga household, the books in

which the missives written by the chancellery were copied.

Isabella had 53 Cupialettere reserved for her, divided into 10 envelopes (from 2991 to 3000) and
there are also other registers scattered in the ordinary Copialettere, which collect the missives of
the Lords of Mantua. Among the letters there is unfortunately a large gap from mid-November
1524 to mid-June 1527, the period when the Marchioness stayed in Rome; in fact, during the
return journey to Mantua one of the two ships on which the missive registers were loaded was

attacked and plundered by the Moors [13].

Part of these Copialettere was digitised and transcribed as a case study for the development of
workflow using neural networks trained in the automatic transcription of manuscript text (HCR).
These developments can change the fate of source research and be a turning point in the fields

of paleography, codicology, archives, library science and philology.

Creating the neural network training dataset

Each sheet in the letter copies contains several letters within it (Fig. 11), so with the help of the
Gimp, the first step consisted of selecting the relevant portion of text concerned (Fig. 12) and the

smoothing, through the gradient tool, of all those signs that are not writing, such as.: strokes
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belonging to the previous or following letter, writing that leaked on the front side and stains on
the paper. The aim was to eliminate all those handwriting marks and strokes that in some way

could disturb and confound the neural networks in their training.
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Figg. 11-12 — A page from a Copialettere pertaining to Isabella d’Este and one of the letters.

In the next step, the transcription of the manuscript text was carried out without following the
canonical transcription criteria but by equating the carriage returns, retaining the ancient
punctuation marks and numbering in Arabic or Roman numerals and dissolving the

abbreviations in the text (Fig. 13).

C136_D2.py

{'doc': 'C136_D2', 'image': 'MDP2904/0003_[136]_C_001_R.tif', 'top': 286, 'bottom': 487, 'transcription':
"" Be .Agnello

Intendendo che haveti a iudicare certa causa.

Fra Martino Peglione et una Bartholomea

sua cognata quali luno elaltra sono povere

persone: et maxime Martino chié forastero. voressimo

che summariamente sola facti veritate inspecta

facesti rasone a chilha: acio chel pover homo non

stia troppo suso la spesa, Marmiroli 27 februarii 149@"""}

o

Vo NOWV R WN

Fig. 13 — An excample of transcription

The decision to deviate from the transcription norms stems from the need to match the
transcription to the handwritten text and to make it easier for the neural network to associate the
handwritten script with the given, manually done, transcription, so that the neural networks

residing within the automatic transcription tool (HCR) can be trained.

In the course of this complex process, paleographic evaluations were made, which relate to the
subject of paleography, the discipline that investigates writing and studies written documents of
the past, of all types and epochs in socio-cultural contexts, reconstructing the history of their
graphic forms. Paleography is also able to decode, date and locate writings through the study of

execution techniques and the comparison of different examples [14].
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Paleographic assessments cover the fundamental criteria underlying the discipline [15], namely:

The form: that is, the figural aspect of individual letters, an example is the way a letter
can appear in its different manifestations (Fig 14). In this case, we can see that although
the letter #is recurrent in the words #octe and partests, it’s represented differently in the two
terms. In the word #nocte the #is higher, and a link connects it to the ¢ while in partesti we
can observe two low £ that are very different from the previous one.

2"‘!?@;: f’"ﬂ'ﬁ

= T

Fig. 14 — Some paleographic assessments on the ways of writing the letter “t” in the same document.

The modulus: that is, the dimensions related to the height and width of the letters. In this
case, the initial letters of the words scordare and recordamovi are not simple capital letters,
but lowercase letters with a large modulus. If we were to draw a quadrilinear system,
these two words would not fit into this scheme, but they do in a bilinear system and are
therefore to be defined as lowercase letters (Fig. 15).

Aff__..

AR PN
w

Fig. 15 — Some paleographic assessments on the ways of writing capital or lowercase letters.

The ductus, meant as the course of writing. Two examples are given here: in the first,
there is a laid writing in which the words are almost drawn rather than written (Fig. 16),
in the second there is more cursive writing that unlike the first is full of ligatures between
the letters and is slanted to the right; moreover, the need to write quickly is evident. It is
precisely this celerity that prohibits the letter-painter from raising the writing instrument
from the writing support between the letters of the same word, to keep the writing

rhythm tight (Fig. 17).
. 3 e R ANER xR
Dre Mowtine thm[rgig 22 ’j - Mw/;vv
: / i X 3 :
Figg. 16-17 — Some paleographic assessments on the course of writing.
The hatching: expresses the number, order and direction in which the individual strokes

of the letter are executed, but also their thick or thin nature. In this case, the letter t has

three strokes, the first corresponds to a vertical stroke, the second is a curved stroke and
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the third stroke proceeds diagonally, so we can state that these three strokes head in

different directions and have a thick nature (Fig. 18).

s
LYY %

e ¢
Fig. 18 — Some paleographic assessments on the way a letter “r” is written.

The ligature: this is the link that binds two or more letters together without the writing
instrument rising from the writing material. In this case, in the abbreviation “vro”, the
letter v ends with a downward stroke and the letter r begins with an upward stroke;

therefore, in order to connect these two letters, the writing instrument, not rising from

the writing material, created a ligature that allowed the joining of the letters v and r

(Fig. 19).

J(—\—."
uro “

Fig. 19 — Some paleographic assessments on ligature between written letters.

The nexus: it is the set of letters that share the same stroke. In Isabella d'Este's Copialettere
there are not many nexuses, one of the few is in the word duciss, in which we can observe

the union of the letters “c” and “1” (Fig. 20).

) ’r . v
Dunyse”
- Fig. 20 — One of the few words in the Copialettere presenting a nexus.

Upper- and lower-case letters: these letters are determined according to whether they
enter a quadrilinear or bilinear system. In this case, the first m entering a quadrilinear
system can be defined as an uppercase letter, whereas the second occupies the two lines

of the bilinear system perfectly and is therefore a lowercase letter (Figg. 21-22).

Figg. 21-22 — The quadrilinear system shows whether letters can be considered capital or lower-case.
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Another important issue that the HCR tool had to take into account are the abbreviations. The
abbreviations found in Isabella d'Este's Copralettere are mainly of two types, by truncation and
contraction. Abbreviations by truncation are found when the initial part, where its radical
alphabet is preserved. An example is in the case below, where Ma stands for Madama (Fig. 22).
[s}:p}On the other hand, abbreviations by contraction occur when a dot or other signs replaces the
central letters of a word, as you can see in Fig. 23. In particular cases abbreviations for the same

word occur in different ways in different letters.

Fig. 23 — An example of abbreviations by contraction.

Other difficulties ensue from abbreviations applied to dates and the use of Arabic or Latin

numerals.

Another relevant aspect in the training of neural networks was the heterogeneity of the letters in
terms of both spelling and structure. Although the approximately two hundred letters were in
humanistic script, as they do not belong to the same hand, they are very different from each

other and even the way the words are abbreviated is affected by the subjectivity of the writer.

In addition, the layout of the missives is not homogenous; in some letters, the rifling of the paper
and the definition of the writing mirror is clearly visible (Fig. 24). On the other hand, other
letters, due to the absence of these operations, are more disordered and irregular, making them

more difficult to understand (Fig. 25).

Figg. 24-25 — Disomaogeneities in the layout of the letters.

To conclude, after the creation of a dataset consisting of carefully selected images with the

corresponding transcriptions, performed manually, and a careful palaeographic and codicological
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analysis of the missives, we now proceed with the training of neural networks and the automatic

transcription of manuscript text (HCR).
Training of neural networks

The training of neural networks was initially carried out using T7O¢r (Transformers - based
Optical Character Recognition), an open-source solution based on the use of Transformers-type
networks. TrOcr has ready-to-use models in English, but since it had to work on copylefts with a
Renaissance Italian language, specific training had to be implemented. It was precisely to provide
for this necessity that the dataset described above was created, comprising a corpus of
approximately two hundred letters with the corresponding manually executed transcriptions.
Since the network works with images containing a single line of text, a division of the
digitisations of the missives by lines with the corresponding transcriptions was implemented.

In support of this, the P2Pal .4 (Page to Page Layout Analysis) neural network was used. It
identifies the individual lines of text in the image and return their position using a polyline

formed by segments connecting points expressed as coordinates in pixels in the image (Fig. 20).
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Figg. 26-27 — Selecting lines of text with P2Pal A. Errors can ensue due to irregular writing or the selection of characters

and signs visible from the back of the page.

Sometimes, however, extraneous elements such as stamps or numbering are recognised between
the lines of text. In addition, the lines may appear broken into several segments because the
network is confused by various elements, such as: the beginning and end of words,
abbreviations, capital letters, decorative flourishes and tildes. The transparency of the writing
support also causes the unwanted presence of writing traits that belong on the back of the paper
(Fig. 27).

To overcome the problem of inconsistent quality in line recognition a specific tool, the
Row_splitter, was developed for the visualisation and possible correction of line recognition. In

edit mode, it is possible to insert, move or delete dots and polylines, even on multiple selections,
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and see the transcription text by moving quickly between the various missives in the corpus (Fig.
28). Preview mode shows a preview of the subdivision of the image into individual lines of text.

Lines are not only isolated but also automatically rotated to bring them to the horizontal axis. In
addition, this mode allows the text of the original manuscript to be checked for correspondence

with the one of the digital transcriptions (Fig. 29).
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Figg. 28-29 — Edit and Preview mode.

Once the above steps were completed, initial training was carried out, in which the transcribed
lines had loose abbreviations, but it soon became clear that the network needed an exact
correspondence between the characters of the image and those of the transcription. Therefore, it
was necessary to contract the previously loose abbreviations to match the number of characters

of the original manuscript (Fig. 30).

sktop/LETTERS/TRASCRIZIO set - 01_clean/C136_D0001_006.png

1& ala bona gra de .v.ex. me racc semp| goto

img=6/1354 name=01_clean/C136_D0001_006.png size=1241x128 zoom=140%

Fig. 30 — Matching the transcription with the original text.

A second training with contracted abbreviations was performed, leading to a correct automatic
transcription of handwritten text by 86%, a very high percentage indeed.
This result is an excellent starting point for easier research in the fields of paleography, archiving,

library science and philology, as well as for a flourishing transcription activity in the future, with
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the hope of possessing transcriptions of all Italian manuscripts and documents regardless of their

difficulty or importance.
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ADVANCED SOLUTIONS FOR AUTOMATIC IMAGE AND
TEXT ANALYSIS AND ENRICHMENT

Donatella Sforzini, Gabriele Fatigati, Luca Mattei — Cineca

Introduction

2023 will be remembered as the year that marked the watershed between before and after in
reference to Al, especially Generative Al (GenAl). In just 12 months, many of the
image/text/language processing technologies, that were considered state of the att at the
beginning of the year, have become obsolete. Not only has the number of tools that deal with
different tasks exploded, but also the main players have released evolutions of their models

within a few months of each other.

In this regard, in this paper we will discuss the development and updating of two tasks in the
Cultural Heritage field that are particularly useful in the Digitalization and Cataloguing Process of
Cultural Heritage: Object Detection, with reference to computer vision, and Named-entity

recognition (NER), with regards to Natural language processing (NLP).

What can Al do for art?

In January 2023 we posed the question "What can Al do for art?" to ChatGPT (v.3.0) and

received the following answer:

"Al can be used in various ways to create, generate or analyse art. For example, it can be used to
generate images, music or videos autonomously using machine learning algorithms. In addition,
it can be used to analyse large amounts of data for research purposes or to help create new
artistic techniques. In addition, it can be used to create interactive user interfaces for art and to

generate new forms of entertainment.”

However, 2023 will be remembered as the year that marked the watershed between before and
after in reference to the explosion of Generative Al (GenAl). In 12 months, it has made many of
the previous image/text/language processing technologies obsolete, and in addition, a new

evolutionary step in its models is released by the main players every 6-9 months.
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A year later then, we asked ChatGPT (v.3.5) the same question and the answer turned out to be

much more complex:

«Artificial intelligence (Al) can play different roles in the field of art, contributing in innovative

and influential ways. Some of the most significant applications include:

1. Art Creation: Automatically generating algorithms can create works of art, including
paintings, music, poems, and even sculptures. Artists and developers often collaborate to
create unique works using AI models, contributing to new forms of artistic expression.

2. Creative assistance: Al-powered tools can assist artists in the creative phase, offering
suggestions, generating ideas or helping to choose colors and styles. This can be
especially useful for artists looking for inspiration or wanting to experiment with new
directions.

3. Analysis and criticism: Al can be used to analyze and criticize works of art. Some
algorithms are able to evaluate aesthetics, originality and other artistic aspects, providing
feedback that can be useful for artists in refining their works.

4. Restoration and conservation: Al can be used in the restoration and conservation of
works of art. Templates can help repair damage digitally, improve image quality, and
digitally preserve fragile or damaged works in the real world.

5. Immersive experiences: Al can be integrated into immersive art experiences, such as
interactive installations or virtual experiences. This can broaden creative possibilities and
engage audiences in innovative ways.

6. Art Market Analysis: Al can be used to analyze art market trends, predict valuations of
artworks, and assist collectors in buying or selling based on historical data and market
trends.

7. Personalization of art: Al-based technologies can be used to create personalized works of
art based on individuals' tastes and preferences, offering a unique artistic experience for

each person.

It is important to note that the use of Al in art also raises ethical and philosophical questions,
such as the definition of creativity, artistic authenticity, and the human role in artistic creation.
However, the collaboration between artists and artificial intelligence continues to evolve, offering

new possibilities and challenges in the art world."
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In addition to being much more complex, the answer we were given also raises ethical and
philosophical questions that are at the origin of the need to provide Al developers and operators
with clear requirements and obligations regarding the specific uses of Al through a specific law

(AT act).

Besides the 7 points listed, in the broader field of Cultural Heritage, at Cineca we are building
workflows based on Al algorithms to power collaboration between human and artificial
intelligence in processes such as Cataloguing Cultural Heritage. In this article we will discuss the
research done in two specific tasks such as Object Detection (OD) and Named Entity

Recognition (NER).

Overview of tested tools in Cineca workflow

Object Detection is a computer technology in the field of computer vision. The tools we use

provide indications about the objects in the image being analysed such as: what type of object it

is, the confidence measure of the algorithm and its location in the image.

As we have already seen for GenAl, the speed with which new tools or their updates are released

is impressive. In 2023 we had to change one of the Object Detection tools precisely because of

the continuous evolution in this field, moving from Detectron2 to Yolo5.

NER is a Natural Language Processing task. Starting from a text file, it identifies entities within it
and classifies them into a given set of labels (e.g., PER-people, ORG-organizations, LOC-

locations, MISC-miscellaneous).

For both types of analysis, we will see how it is possible, indeed necessary, to adapt the tool to
the specific context of Cultural Heritage to improve the performance of the Al algorithms
which, in this context, integrates, supports and collaborates with the human and does not

completely replace it.

Object detection

Object Detection - computer technology related to computer vision and image processing -
detects instances of semantic objects of a certain class (such as humans, buildings, or cars) in
digital images and videos. More in details it is asked to find the object and the rectangle that
delimits the boundary of the located object. If the problem requires finding different classes of

object, then the programme must also explain which class of object is inside the rectangle.
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Sometimes this process is confused with image classification or image recognition, which aims to

predict the class of an image or an object within an image into one of the categories or classes.

The Object Detection task in Cineca workflow for Cultural Heritage began in 2023 with the use

of Detectron2, CLIP and OWL-ViT on the SGoaB Datasets [1].

In 2024 Object Detection technical activity saw two important innovations: the transition from
Detectron2 to Yolo and the implementation of the entire pipeline from Marconi supercomputer
to the Booster partition of Leonardo HPC cluster. Leonardo is equipped with 4 Nvidia A100
GPU per node. Each GPU has 64 Gb of RAM. The total of nodes is 3456 nodes, so the total
amount of GPUs is 13824. Porting the pipeline on Leonardo required some updates, such as

modules version and source code upgrade.

The choice of Yolo was due to Detectron2 no being maintained by the community any longer,
with consequent stop to new features, bug fixes etc. Yolo, on the other hand, presented in 2015
by Joseph Redmon, Santosh Divvala, Ross Girshick, and Ali Farhadi in their famous research
paper “You Only Look Once: Unified, Real-Time Object Detection” [2] has been the state of
the art for Object Detection for years now and enjoys a large community that constantly updates

it.
The chosen version of Yolo is v5:

e Simple to use, both in training and validation phase;

e  MultiGPU and Multinode running mode;

e By default, it generates a variety of visual and textual report statistics useful for the
researcher;

e Evolve phase: possibility to tune training hyperparameters (can take a long time).

\ Yolov5, Yolov8, Detectron comparison

Yolovs Yolov8 Detectron
MultiGPU YES YES YES
Multi Node YES YES
Evolve YES

Still supported

Table n. 1 - A comparison between Yolov5, YolovS and Detectron.
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The first two characteristics, in particular, are essential if you plan to do massive training on large
datasets (300,000 images and more). Yolo has a different data format than Detectron, so this

new format had to be implemented in the processing pipeline.

In Fig. 1 it is possible to see an example of an annotated image and the file of its annotations.

Bounding boxes in Yolo are described starting from the origin at the top left. For each image a
.txt file is created in which the first column is the class-id and the coordinates of the bounding
box are represented according to the diagram centre of the image (second and third columns),

then width (fourth column) and height (fifth column).

- Width = 0.69

The annotation file for the Image above looks like the following:

® ® zidane.txt ~

© ©.480109 0.631250 0.692969 ©0.713278
© ©0.741016 0.522222 0.314844 ©.933333
27 ©.785937 ©.506944 0.039062 0.151030

Fig. 1 — Annotated image.

As already introduced in the previous work [1], there are not many annotated datasets useful for
YOLO training and those present have few images for each of the classes we want to analyze.
Furthermore, these classes are very heterogeneous so there are some that are very general
(crucifixion, landscape...) while others are very specific (skullcap, trumpet, sheep...) so we chose
to continue using zero-shot tools for automatic annotation without class limits via Owl-Vit on

whose results Yolo is trained.

Despite SGoaB is annotated dataset, Owl-Vit is still necessary to have many more images

available.

The Owl-vit version used is a branch of original code, with some additional features developed

internally:

¢ Images with bounding box;
¢ Xml annotation files. Very useful to the entire pipeline;

e (CSV file with confidence, class detected and bounding box coordinates.
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The typical workflow to prepare and run Yolo v5 on Leonardo HPC system foresees:

e Autolabeling of non-annotated images with Owl-Vit.

e Split of the global dataset into training datasets and validation datasets via Multilabel
Stratification10 algorithm. This method allows for an optimal division, guaranteeing the
best possible coverage for all classes, both in training and validation. In fact, by dividing
randomly, there is the risk that some classes are not well represented (few images in
training or validation).

e Converting the annotation format to Yolo format (as shown above).

e Training a Yolo network on an HPC machine.

e Network fine tuning,

These steps are very time consuming, especially step 5 can require days, but allow you to have
the best possible network with the dataset available. To improve the quality of the prediction,

according to the mAP50-95 reference metric [3], the following experiments were carried out:

e Increased Owl-Vit threshold, from the original one of 0.25 to 0.80
e Merge of the SGoaB dataset with the images of MiC repository (MiC dataset)
e Test with Yolov5, v8, v9 [4] - very recent

e Test with Owl-Vit v2

MiC dataset is a sample of about 30,000 heterogeneous images provided by the Italian Ministry
of Cultural Heritage on which we applied our pipeline. For the task of Object Detection for a
vector of about 70 classes it is a very poor datasets and it is very unbalanced in favour of some

categories (posters are two-thirds of the global data; see Table n. 2).

N. of Images

painting/sacred_family 2,767 9%
painting/madonna_with_child 1,010 3%
painting /dead_nature 1,875 6%
painting/portrait_category 3,043 10%
icon 679 2%
posters 19,722 66%
dressings 830 3%

29,926 100%

Table n. 2 — Content of a sample dataset provided by the Ministry of Italian Culture for the workflow studies

58



Once it was verified that Owl-Vit works (compared to SGoaB SGoaB annotations), its use was

extended to the dataset provided by MIC.

Increasing the threshold images from Owl-Vit allows for better accuracy in the bounding boxes

for the training dataset, but with fewer images elected and usually fewer classes.

The performance of the Object Detection and localization algorithm is evaluated by a metric
called Average Precision (AP)[5]. To evaluate the performance of the different tests and compare

them with each other, we calculate the AP indicator.

Owl-Vit threshold Num classes
74
74

73

66

54
0.60 | : 33
0.70 | V

0.80

|

|

|

o :

| : . | 0
|

|

|

|

Merge (Sgoab
0.50)

Table n. 3 - List of various tests for calculating the Average Precision

Note that when the threshold is too high, the results are useless, due to small amount of data

filtered.

Yolovb, the official version chosen, achieves an AP level of 0.37 on the SGoaB -MiC merge
dataset. This result is considered acceptable but certainly improvable. According to the guidelines
that Yolo provides, you should have at least 1,500 images per class. Unfortunately, now, the
available MiC dataset is very far from this requirement, consequently it is difficult to have

significant improvements in prediction.

In order to improve the results, it is therefore necessary to have a dataset at least 10 times larger

than the current one, thus guaranteeing good training feeding.

In Figures 2 and 3; 4 and 5 some examples of the improvements obtained using Yolo5 instead of

Detectron2 for the 0.25 threshold can be appreciated.
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Detectron Yolo

Figg. 2-3 — A comparison between the different performance of Detectron and Yolo

head 0.78

Detectron Yolo

Figg. 4-5 — A comparison between the different performance of Detectron and Yolo

Next test is about the newest version of Yolo, v9 [4]. This version implements new network
paradigms, allowing better object detection with fewer parameters, therefore less memory is
required. The memory used is a very important factor to take into consideration when working

on GPUs, since the memory available is in the order of 16-32-64 Gb max.

Scratch Pretrained

BC BC-0.45 | Merge Sgoab BC BC-0,45‘ Merge

0.29 0.32 0.33 0.34 0.29 0.34 ‘ 0.36

0.33 0.32 : 0.37 0.30 0.34 ‘

Table n. 4 — Results of tests conducted on Y olov9
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In this test the peak of the AP is reached: 0.39. However, please remember that the official
version is 5, since 9 lacks some essential features therefore, at the moment, it is used as a

comparison (Table n. 4).

The last test in chronological order saw the test of Owl-Vit v2. The newest version introduces
some internal variations about how to manage bounding box coordinates. Some source code
modification was developed in order to align our version to the newest one. The entire pipeline

was running starting from new annotations, but no final improvement was reached (Table n. 5).

Owl-Vit v2 results and comparison

Yolo\model
Yolov5

Yolov8

Table n. 5 — Results of tests conducted on Owl-Vit v2
Named Entity Recognition (NER)

Nowadays, text tagging, also known as text classification or text labelling, is considered a very

important technique due to the many applications it could be used for:

e Organizing the information: tagging helps organize large volumes of text data by
assigning relevant labels or categories to each document or piece of text. This
organization facilitates efficient retrieval and management of information, making it
easier to navigate and analyse textual data.

e Search and Retrieval: tagging enables users to search for specific topics, themes, or
entities within a corpus of text. By associating relevant tags with document, users can
quickly retrieve the information they need without having to go through irrelevant
content.

¢ Recommendation systems: tagging can be used to personalize content recommendations
for users based on their interests and preferences. By analysing the tags associated with
previously consulted content, recommendation systems can suggest similar or related
items that are likely to be of interest to the user.

e Text Summarization: tagging can assist in text summarization by identifying the main

themes or topics covered in a document. By tagging key concepts or entities,
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summarization algorithms can prioritize important information and generate concise

summaries that capture the essence of the text.

Overall, text tagging plays a fundamental role in structuring, analysing, and extracting insights
from textual data across a wide range of applications and domains. It enhances the usability,
relevance, and efficiency of text-based systems and contributes to a better understanding of the

content and context of textual information.

One of the most popular and used techniques for tagging text is NER, short for Named Entity
Recognition, which is a subtask of natural language processing (NLP).

The aim of NER is to locate and classify named entities inside a text into pre-defined categories
such as names, organizations, locations, dates, monetary values and more, depending on the

needs.

The variability and ambiguity of natural language represent some the most challenging
characteristics of this task: named entities can appear in various forms, including different

spellings, abbreviations, and linguistic variations.

The importance of NER was already recognized back in the 20th century, when various methods
and algorithms began to be studied to perform this task; moreover, since they have been used

for so long, the various techniques reflect the technological evolution.
The three main ones are:

e Rules-based Methods.
e Statistical Methods.

e Deep Learning Methods.

Rules-based NER was the first method adopted and it uses patterns and rules predefined by

experts in order to retrieve the named entities in the text.

Later on, statistical methods became more and more popular in the field of NLP and they have
been exploited for NER as well, especially with methods like Hidden Markov Models, Maximum

Entropy models and Conditional Random Fields.

Finally, much more recently, with the advent of Deep Learning, the named entity recognition

moved to this class of models, just like the majority of Al tasks. Once again, it followed the
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researches in this field, by exploiting Convolutional Neural Networks (CNN) and Recurrent
Neural Networks (RNN) at first, moving then to Long Short-Term Memory (LSTM) and finally

Transformers Networks, which represent the State of the Art.

Considering the domain of cultural heritage, Named Entity Recognition plays a crucial role due
to the necessity of organizing data, retrieving relevant information associated to the entities and
most important, making all the heritage more accessible, searchable and analysable, not only for

us but also for the next generations.

We experimented a few NER tools applying them on cultural data, more precisely, some

descriptive cards retrieved from Storia e Memoria di Bologna (Fig. 6).

DI BOLOGNA
o

. * Ranesers & Conte + Coveeta Geidars ” Covnia Centurats
: o
A CIRTORA B BOLOCNA  Coseeila eegecn Copoete Masoace Caspeis Preos
Y fowen h

ﬁ Coila Abertony . ol ter, rcaian . © Ceda Magran
l " :
g { N — " + Cala Piszsk M *ngraiss Manaramve
A - b e ey
1 ==

Fig. 6 - Storia e Momoria di Bologn web site

Storia e Memoria di Bologna is a municipal entity which deals with the coordination and
valorisation of the heritage related to the history and memory of the homonymous city. The data
used are all about the Certosa: a monumental cemetery located in Bologna. The sample was

made of 1270 different textual data, but only 1130 were usable.

Unluckily, there was no labelled data to train a proper model with, which would have been a
better option due to the specific domain; it follows that we had to use models already trained on
other data, with a single constraint on the language (Italian), leading us to test the following

tools:

WikiNEnRal is a Deep Learning model created by Babel by fine-tuning a multilingual BERT

(Bidirectional Encoder Representations from Transformers) on the homonymous dataset.

it-core-news-lg is a model available on the $paCy, an extremely popular open-source natural
language processing (NLP) library, which relies on a combination of Rule-based and Machine

Learning techniques.

63


https://www.storiaememoriadibologna.it/
https://github.com/Babelscape/wikineural
https://spacy.io/models/it#it_core_news_lg

Finally, spacy-dbpedia-spotlight uses the SpaCy model to find the entities, but instead of using the

SpaCy labels it searches for a match inside of the Wikipedia Data-Base.

On the other hand, both Wi&/NExRal and it-core-news-lg use the same set of labels to

categorize the entities:

PER, indicating a person;

e LOC, indicating a location;

e ORG, indicating an organization;

e  MISC, for all the entities that the model finds but cannot associate with one of the other

labels.

Regarding spacy-dbpedia-spotlight, after experimenting on it and seeing the extreme specificity of the
labels and the high rate of wrong categories, we decided to drop it in favour of the other two

models.

Going back on the unavailability of data, in order to improve our confidence on the results, we
decided to take as true results only the entities retrieved by both WikiINE«#Ral and It-core-news-Ig
with the same label, making our inference pipeline a very simple ensemble: a popular technique
used in the context of machine learning which consists in combining multiple models to improve

the overall predictive performance.

On the total of 1130 documents WikzNE#Ra/ found a total of 27602 entities, while the SpaCy
model 42805; combining the two models without taking into consideration the labels, we ended
up with a total of 21706 entities, dropping to 15148 if we get rid of the duplicates; in the first
case the percentage of entities sharing the same label is equal to 83.6%, while it reaches 84.3%

not considering the duplicates.

In Table n. 6 an example of the output of the inference model. The absence of an annotated
dataset also makes difficult evaluating the performance of the model since there is no ground
truth to compare the inference results with. However, we noticed that the number of unique
entities found by both the models but with different labels were only 2385, so we moved on by
manually labelling these entities so that we could have a rough estimate of the performance of
the two single models. We proceeded by hypothesizing that the entities retrieved by both the
models and with the same label were all correct and then we calculated our metrics on the rest of

the entities.
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Finally, using a weighted average we ended up with our esteem:

DUPLICATES Accuracy F1 Precision Recall
It-core-news-Ig 0.88 0.88 0.88 0.88
WikiNEuRal 0.92 0.90 0.90 0.90
NODUPLICATES Accuracy F1 Precision Recall
It-core-news-Ig 0.89 0.89 0.89 0.89
WikiNEuRal 0.91 0.89 0.89 0.90

Tables n. 6-7 - An example of the output of the inference model with WikiNEuRal and It-core-news-lg

NOTE: these metrics are the results of extremely strong hypothesis and don’t take into
consideration the entities not found by the models and the not common entities as well.
Said that, it seems that Wik:NE#Ra/ might be a better choice between the two models, however,

the ensemble is a safer choice due to the high uncertainty regarding the metrics.

Conclusions

Al tools appear to be a valid support for the Cataloguing Process of Cultural Heritage through

the automatic extraction of information from different types of files: images, videos, texts.

This additional information allows enriching the metadating of cultural heritage through, for
example, more complete and detailed descriptions. It also allows to improve the search for
catalogued resources and the identification of similar assets using new search keys never used
before. However, Al algorithms do not always perform well. For example, they can provide
(clearly) incorrect results (to the human eye) even on simple tasks when they apply to contexts
totally different from those they learned in the training phase (unforeseen situations). They do
not admit that they do not know how to answer, so they tend to invent when they do not find a

plausible answer (a phenomenon called hallucination).

Finally, they do not know the common sense typical of human beings, understood as the

combination of causal thinking, intuitive psychology, physics and intuitive sociality.
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Gerd Gingerenzerl5 in his book "Why human intelligence still beats algorithms" compares the
behaviour of Al to that of small children and undetlines how, unlike the latter, it is not able to
independently build its causal model of the world, not exploits the feelings and intentions of
people and is unable to acquire the basic information typical of experience if it is not taught in
detail that, for example, time cannot be reversed or that a solid cannot pass through another

solid (a lesson which children learn every time they throw a toy against a wall...).

However, even though there is no perfect tool, no substitute and solution tool, Al tools are a

sensational help and we can consider them as a superpower at our service!

66



Bibliography

[1] Giorgio Pedrazzi, Donatella Sforzini, Gabriele Fatigati (2023), Al for Art: A Look at Object
Detection and Transformers, in Antonella Guidazzoli and Maria Chiara Liguori (Eds.), Al and

Cultural Heritage. Between Research and Creativity Workshop proceedings, Cineca, DOI:
10.1388/WORKSHOP-AICH-01.

[2] Joseph Redmon, Santosh Divvala, Ross Girshick, Ali Farhadi, You Only Look Once: Unified,
Real-Time Object Detection, arXiv:1506.02640v5, 2016.

[3] https://docs.ultralytics.com/guides/yolo-performance-metrics

[4] Chien-Yao Wang, I-Hau Yeh, & Hong-Yuan Mark Liao, Yo/lov9: Learning what you want to learn

using programmable gradient information, arXiv preprint arXiv:2402.13616, 2024.

[5] Aqeel Anvar, What is Average Precision in Object Detection & Localization Algorithms and how to

calenlate it?, in Towards Data Science, May 13, 2022, https://towardsdatascience.com/what-is-

average-precision-in-object-detection-localization-algorithms-and-how-to-calculate-it-

3£330efe697b

(6] Gerd Gingerenzer (2023) Perché l'intelligenza umana batte ancora gli algoritmi, pp.120-121
Further readings

Dasiopoulou, Stamatia, et al. "Knowledge-assisted semantic video object detection." IEEE

Transactions on Circuits and Systems for Video Technology 15.10 (2005): 1210-1224.

Yuxin Wu, Alexander Kirillov, Francisco Massa, Wan-Yen Lo, & Ross Girshick. (2019).

Detectron?.

Glenn Jocher, Ayush Chaurasia, Alex Stoken, Jirka Borovec, NanoCode(012, Yonghye Kwon,
Kalen Michael, TaoXie, Jiacong Fang, imyhxy, Lorna, 2 1t j%(Zeng Yifu), Colin Wong,

Abhiram V, Diego Montes, Zhiqgiang Wang, Cristi Fati, Jebastin Nadar, Laughing, Mrinal Jain.

(2022). ultralytics/yolov5: v7.0 - YOLOv5 SOTA Realtime Instance Segmentation (v7.0).
Zenodo. https://doi.org/10.5281/zenodo.7347926

Matthias Minderer, N. (2022). Simple Open-1"ocabulary Object Detection with 1V ision Transformers.
ECCV.

67


https://docs.ultralytics.com/guides/yolo-performance-metrics/
https://towardsdatascience.com/what-is-average-precision-in-object-detection-localization-algorithms-and-how-to-calculate-it-3f330efe697b
https://towardsdatascience.com/what-is-average-precision-in-object-detection-localization-algorithms-and-how-to-calculate-it-3f330efe697b
https://towardsdatascience.com/what-is-average-precision-in-object-detection-localization-algorithms-and-how-to-calculate-it-3f330efe697b

Sechidis, K., Tsoumakas, G., Vlahavas, 1. (2011). Oz the Stratification of Multi-label Data. In:
Gunopulos, D., Hofmann, T., Malerba, D., Vazirgiannis, M. (eds) Machine Learning and
Knowledge Discovery in Databases. ECML PKDD 2011. Lecture Notes in Computer Science(),
vol 6913. Springer, Betlin, Heidelberg. https://doi.org/10.1007/978-3-642-23808-6_10

Vaswani, A., Shazeer, N., Parmar, N., Uszkoreit, ]., Jones, L., Gomez, A. N., Kaiser, L. &
Polosukhin, 1. (2017). Attention is Al you Need. In 1. Guyon, U. von Luxburg, S. Bengio, H. M.
Wallach, R. Fergus, S. V. N. Vishwanathan & R. Garnett (eds.), Advances in Neural Information
Processing Systems 30: Annual Conference on Neural Information Processing Systems 2017,

December 4-9, 2017, Long Beach, CA, USA (p./pp. 5998--6008) .

Simone Tedeschi, Valentino Maiorca, Niccolo Campolungo, Francesco Cecconi, and Roberto
Navigli. 2021. WikiNEuRal: Combined Neural and Knowledge-based Silver Data Creation for Multilingual
NER. In Findings of the Association for Computational Linguistics: EMNLP 2021, pages 2521—

2533, Punta Cana, Dominican Republic. Association for Computational Linguistics.

Honnibal, M., & Montani, 1. 2017. spaCy 2: Natural langnage understanding with Bloom embeddings,

convolutional nenral networks and incremental parsing.

Daiber, Joachim, et al. 2013. Improving Efficiency and Accuracy in Multilingnal Entity Extraction.
Zenodo (CERN European Organization for Nuclear Research), 4 Sept. 2013.

Devlin, J., Chang, M.-W., Lee, K., & Toutanova, K. 2019. BERT: Pre-training of Deep Bidirectional
Transformers for Langnage Understanding. arXiv [Cs.CL)].

68



°?KOBIL: A KNOWLEDGE ECOSYSTEM FOR RESEARCH AND
EDUCATION

Franco Ripa di Meana', Alberto Giretti’, Andrea Guidi', Massimo Vaccatini’, Matteo Zambelli’

'Accademia delle Belle Arti di Roma, Via di Ripetta, 222 — 00186 Roma, Italy

2Universita Politecnica delle Marche, Via Brecce Bianche, 60131 Ancona, Italy

3Universita degli Studi di Firenze — Dipartimento di Architettura — DiDA, Via della Mattonaia, 8, 50121
Firenze, Italy

Abstract

This paper presents an overview of the latest developments in *'°KOBI, a platform aimed at supporting
creativity in art and design education. *"’KOBI utilises Large Language Models (LLMs) to facilitate an
advanced exploration of collective knowledge, offering users a nuanced, contextual comprehension of
artistic concepts derived from vast databases of artistic literature. This integration is indicative of the
wider academic movement towards employing Al technologies to enhance educational paradigms.
Significant features to *'°KOBI encompass the use of Al-powered voice interactions, Al-assisted
conceptualization, and the three-dimensional visualisation of knowledge organised by semantic proximity.
A further use case of “'?KOBI takes advantage of augmented reality technology, which provides a
dynamic, multimodal experience within a mixed-reality environment. This form of interaction is grounded
in the principles of experiential and embodied learning theories, advocating that learning achieves its

highest efficacy when it engages multiple senses and physical interaction.

Introduction - What is °’KOBI?

We are happy to be guests of the CINECA VISIT LLAB and thank Antonella Guidazzoli and Maria
Chiara Liguori for this opportunity to present *'°Kobi. But what is®'°Kobi?

°'°Kobi is a prototype of a digital knowledge ecosystem for research and education in the field of
arts and design. *'°Kobi was born within a research project, which for a place like CINECA is the
bread and butter, but the research project within which ©'°Kobi was born had a particularity: it was
the only HORIZON project dedicated to artistic research, and in particular to the assertion of the

role and status of artistic research as a specific way of creating knowledge: EU4ART-differences.
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Fig. 1 — A view of °"°Kobi web portal.

The field of artistic research, which differs from artist research or from stylistic research, is a recent
disciplinary field [1], which started to develop around the 2000s, and is still in great ferment [2],
far from stabilisation and normalisation. In recent years there have been significant institutional
developments - such as the Vienna Declaration on Artistic Research [3] or the changes proposed
to the Frascati Manual [4] - and the emergence of discipline-specific tools, such as the Research

Catalogue, the most important digital platform for artistic research.

What we are interested in saying in this context is that it is only when artistic research claims its
own autonomy, that transdisciplinary research becomes possible, i.e. research in which all

components have equal dignity as bearers of their own specific methodology.
°"°Kobi is transdisciplinary research.

We had to discover a common ground, from which to develop a shared methodology, thus
achieving results that none of the single participants would have reached on their own. Often in
transdisciplinary confrontation, each player tends to have an outdated image of the others.
Scientists have an idealistic conception of art, anchored in the 19th century, conceiving artistic
process as intuitive, linked to individual genius and inspiration. In turn, artists have a 19th century

idea of science, for example a stubborn Newtonian image of physics.
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But when we give each discipline equal dignity and bring into play current conceptions of making
art and doing science, then we can find a common methodology, select points of contact and,

perhaps even more interestingly, points of crisis, where the disciplines are irreducible.

Like all true research, then, our research can fail. In the meantime, we have come a long way. And
to make this journey we have chosen as our starting point, as our common centre, a specifically
and uniquely human faculty: creativity. A faculty that defines the human being, and to the human

being specifically belongs.
°"°Kobi is a research project on this common centre, on creativity.

But research is not an automatic, disembodied process, research is done by individuals, and so we
also present ourselves to you as a group of individuals who have found a possible form of
collaboration, starting from far apart. It is fair to say that our collaboration was paradoxically
facilitated by the fact that each of us, within our own discipline, has a heterodox, bordetline

position.

We are a director, as such an artist with a question mark, who additionally looks at art as process
and method; an engineer who looks at engineering as a possibility to investigate creative
mechanisms; an architect who is more interested in the methods of designing than in the result;
and finally a musician and a second engineer who both work on boundaries, on the interfaces that

make dialogue and exchange possible.

We pooled our knowledge, which became the collective knowledge of our group, greater than that
of the individual members. This enabled us to achieve something that none of the components

could have achieved alone.

And this is precisely the second axis of ®?Kobi: collective intelligence, the intelligence of

knowledge communities.

When we set to work to build the first demo of our system, which we presented for the first time
during the European Researchers' Night at the Academy of Fine Arts in Rome on 29 September
2023, and which we are presenting to you today, we needed a qualified, rich knowledge base, and

we were lucky to establish a collaboration with the Research Catalogue.

The Research Catalogue is itself a research project [5], born out of an investigation into what it
means to publish artistic research, often made up of composite materials, many of which are non-
verbal. A publication tool, which created its own specific practice of the exposition (as opposed to

the exhibition) [6], investigating the differences between documenting the artistic process and
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publishing research. The Research Catalogue offered itself as a tool at the service of individual
artistic researchers and the institutions where artistic research takes place, the Academies,
Conservatories, Academies of Dance and Performing Arts, accumulating over time a significant

knowledge base in the discipline of artistic research.

More so, the Research Catalogue hosts a series of Journals, similar to those you are familiar with,
namely peer-reviewed journals [7], accompanied by rigorous reflection on the significance of this
practice in the field of artistic research, such as the Journal for Artistic Research. ®'°Kobi has been
structured thanks to the access to the Research Catalogue, developed and managed by the Society

for Artistic Research (SAR), which partnered with our research.

The realisation of the demo closed the circle, developing the third axis of *'°Kobi: the relationship
with technology, in particular with Artificial Intelligence and with embodiment linked to

augmented reality.

Al in Artistic Research

Through experimental studies, our research investigates how the interactions with Al can trigger
divergent thinking and foster knowledge engagement [8] in artists’ creative practice. By analysing
participants' engagement with Al within a structured knowledge ecosystem, our cutrent research
aims to assess the potential of Al to understand and enhance creativity in art and design. This
research also contributes to the broader discourse on the implications of Al for educational
practices, highlighting the need for innovative pedagogical models that embrace technological

advancements in artificial intelligence while preserving the core values of artistic education.

In the era of Artificial Intelligence, art and design education faces transformative opportunities
and challenges. Education in such areas traditionally relies on experiential learning and the
development of creative skills through hands-on practice and heuristic exploration [9]. Learning
in art and design not only fosters imaginative capabilities such as visualisation and originality but
also immerses students in the rich tapestry of cultural history [10] [11]. The pedagogy of art
education, deeply rooted in craftsmanship and apprenticeship, balances the mastery of

conventions with the need for creative expression and innovation [12].
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Fig. 2 — Placing Al in the creative loop, °"°Kobi aims to harmonise the cognitive and operational dimensions in the context

of artistic and design practices

Recent advancements in Al, particularly in Generative Al and Large Language Models (LLLMs),
present novel opportunities for enhancing the creative process in education. These technologies,
capable of generating contextualised text and supporting idea generation, offer potential benefits
for creative educational environments [13] [14] [15] [16] [17]. Integrating AT into art and design
education could foster imaginative thinking and expand interpretative skills, grounded in a
multicultural perspective. However, effectively incorporating Al technologies poses significant
pedagogical challenges, requiring innovative approaches to teaching and learning that

complement traditional artistic practices [18].

Divergent Thinking in Art Education

The By integrating *'°KOBI and Al into the ctreative process, we specifically aim to investigate
how such technological tools can stimulate divergent thinking among art students. Our focus on
divergent thinking is related to its crucial role in enabling individuals to generate a multitude of
solutions and ideas, thereby expanding the boundaries of creative expression. Through °"?KOBI,
we explore the potential of Al to act as a catalyst for divergent thinking, providing a rich, interactive
environment that encourages users to explore a wide range of creative possibilities and conceptual
frameworks. Divergent thinking is a pivotal aspect of creativity, particularly within the realm of art
and design education [9]. This form of thinking is characterised by the ability to generate multiple

unique solutions to a given problem, emphasising non-linear reasoning and the exploration of
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many possible solutions. It stands in contrast to convergent thinking, which focuses on finding a
single, correct answer to a problem. Divergent thinking is essential for the creative process as it
fosters originality, flexibility, and innovation. Education in art and design, with its inherent
emphasis on experiential learning and the development of creative skills, cultivates an environment

where divergent thinking can thrive [10] [11].

To stimulate divergent thinking, ®°KOBI integrates a knowledge ecosystem. In such ecosystems,
the dynamic interplay between knowledge, creativity, imagination, and cultural insights forms the
basis for educational practices that promote divergent thinking [19]. This approach emphasises
the role of Al in facilitating a dialogical and reflective learning process, where students engage
critically with diverse cultural and knowledge contexts. Faced with the challenge of constructing

a knowledge-based foundation for °"’KOBI, we leveraged the Research Catalogue repository.
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Fig. 3 — °"°KOBI -leverages Al to facilitate the interplay between imagination and knowledge exploration fostering

divergent thinking for art and design.

The Research Catalogue (RC) provides an online platform for both individual researchers and
institutions to publish artistic research contributing to a growing body of qualified knowledge.
Drawing from this rich collection of art-focused articles, enhanced by the incorporation of peer-
reviewed journals and rigorous academic discourse, our project has crafted a system that

embodies the convergence of artistic research and technology.
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Fig. 4 — Research Catalogue web portal.

The °'°’KOBI System

The name °'"°’KOBI derives from the Greek term "koinos bios," which translates to a communal
or shared life, symbolising the system's objective to harness Al in fostering collective intelligence
within communities of practice. This iteration of *'°’KOBI is specifically engineered to construct
and facilitate the navigation of semantic spaces formed from a wide array of knowledge sources.
This development leverages content from the Research Catalogue (RC) that is an online database
designed specifically for the documentation, publication, and archiving of artistic research. It
serves as a digital platform where attists, researchers, and academics can create 'expositions' to
showcase their artistic research projects. These expositions allow for the integration of text,
images, audio, and video elements, offering a rich multimedia experience that traditional

academic publications might not accommodate.

°'?KOBI generates its semantic space by transforming data from Research Catalogue into a
proprietary database schema, categorising information into contexts, media (text, images, video,
music), concepts, and keywords. These elements are linked through contextual belonging and
semantic closeness, essentially crafting an "imagination" or "idea" space where potential model
outcomes are spatially organised. The integration of new knowledge sources is facilitated by

specialised crawlers, for instance, the RC crawler, which maps web pages to semantic contexts,
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further enriching the system's semantic architecture. Notably, this process abstracts the original
structure, presenting content based on contextual association and semantic links to foster more

flexible Al interactions.

8 Sae

Fig. 5 — A view of the semantic space. Each sphere represents a publication (red), a concept (light blne) or a keyword (gray).

At the heart of °"?KOBI lies three servers: a knowledge server hosting a graph database via
Neo4j, a language server for performing translations and encoding textual data through open-
source LLMs, and a multimedia server dedicated to video and music content management. A
Communication Manager, through an Al Gateway, manages the system's interactions, employing
the OpenAl GPT4 engine for nuanced Al queries. This setup supports two user interfaces: a
conventional web interface and an augmented reality interface, both designed to offer a uniform

user experience across varying levels of immersion.
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Fig. 6 — A view of the augmented reality experience °'° KOBIL. Media, such as images and texcts, resulting from queries to

the Al are visualised as interactable holograms.
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Users engage with °"?’KOBI through a straightforward chat interface, initiating dialogues that
lead the Al to scout the semantic space for closely related nodes to the discussion topic. These
nodes not only provide direct responses but also shape the conversational context with the AL
Leveraging the artistic contents from the Research Catalogue, the system often yields insights
with unique semantic interpretations, potentially stimulating creative thought. Users can explore
this enriched semantic landscape visually in the web interface or through voice and gesture
commands in an augmented reality setup, offering an immersive and interactive knowledge
discovery journey. Future enhancements may explore Al's capacity to create multimedia content
tailored to the uset's semantic positioning, potentially deepening the system's creative utility and

user engagement.

P
@

Fig. 7 — KOBI Al conversational agent chat.

Research Studies

The research undertaken thus far includes an initial demonstration and two subsequent
experiments. The demonstration unfolded at the European Researcher's Night in 2023, followed
by two studies executed at the Academy of Fine Arts in Rome. In a preliminary phase,
encapsulating the demonstration and the first experimental study, we concentrated on evaluating
the system's usability and refining both the experimental setup and protocol. Subsequently, the
second phase, incorporating the latter study and ongoing investigations, seeks to examine a
foundational hypothesis: the presence of divergent thinking during creative activities can be

inferred and observed through the analysis of textual interactions with Al Early results, which
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will be discussed in more detail in this document, offer provisional yet optimistic evidence in

support of the hypothesis.

Fig. 8 — A participant nsing °'°KOBI during the Artistic Research Days in Rome.

1) The demo at the Artistic Research Day

The first evaluation of our system was conducted during the Artistic Research Days at the Rome
Fine Art Academy in late September 2023. This stage aimed to explore the initial reactions and
adaptability of users to the system, utilising a mixed reality interface for its innovative appeal.
Participants, a varied group of educators, researchers, students, and artists received an
introduction to the system's main features, such as search, chat, and the knowledge graph. They
interacted with the system in ten-minute sessions, during which we collected data on their use,

gathered their personal assessments, and conducted informal interviews.

Feedback indicated that participants quickly became comfortable with the system, taking
between three to six minutes to familiarise themselves with its functionalities. While the usability
of command, navigation, and search features was rated highly, the chat function was found to be
less intuitive. This highlighted the need for enhancements in chat interactions, particularly in
improving the interface's voice recognition capabilities and distinguishing between the uset's

voice and background noise.
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Opverall, participants expressed a high level of engagement and satisfaction with their tasks,
reflecting the system's user-friendly and compelling design. A statistical comparison between the
observations of researchers and the self-evaluations of participants showed no significant

discrepancies, indicating consistent perceptions of performance.

Moreover, the study uncovered moments of significant creative divergence during interactions
with the Al, suggesting the system's potential to inspite innovative attistic concepts. However, it
also noted that unexpected Al responses could sometimes disrupt the flow of conversation.
These findings emphasize the need for further refinement of the system and highlight its

capability to support creative processes effectively.

2) The Keywords Study

The objective of this study was to observe divergent thinking through their interactions with Al,
as reflected in chat logs. In this study, twelve art students at the Rome Fine Arts Academy were
tasked with associating keywords and qualifying such associations with a short description under
two separate conditions without Al and using “°KOBI Al assistant. In the second condition, the
setup allowed participants to seck insights from “°KOBI on the given keywords, ensuring a
well-rounded briefing on the system’s functionalities for optimal engagement during the

experiment.

Data analysis revealed a tendency towards convergent thinking in most participants, who
primarily reinterpreted the given keywords without significant semantic deviation. However, in a
few cases, a departure from the expected semantic fields was noted, indicating instances of
divergent thinking as participants explored beyond the provided concepts based on Al

suggestions.
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Fig. 9 — The form used in the Rome Fine Art Acadenry Test contains a set of concepts forming a circle. The subject is asked

to fill in and to qualify with short descriptions of as many relationships among the concepts as possible nsing Al assistance.

A metric was developed to quantify these observations, employing the Euclidean distance within

the Al's latent semantic space to measure the divergence of user queries from the task's

keywords. This metric highlighted instances where participants’ inquiries significantly deviated

from the initial semantic framework, suggesting a potential for divergent thinking facilitated by

Al interaction.

We speculate that this approach lays the groundwork for a methodology dedicated to observing

and analysing divergent thinking. By leveraging Al as a strategic tool, contextualised within a

qualified knowledge base, we aim to create the conditions necessary for probing divergent

thinking as a pivotal aspect of creativity. Through this approach, Al's contextualised responses,

rooted in a rich and nuanced knowledge repository, serve as a catalyst for exploring the depths

of creative thought and its manifestations, beyond subjective assessments of creative output to a

more objective analysis of divergent thinking during the ideation process.
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Conclusions

In the research described in this paper, we are exploring the innovative intersection of Artificial
Intelligence in art education through the development and application of ®"°KOBI. Our study
uses *'?KOBI's as a research probe to query creative processes, especially related to divergent
thinking, by leveraging Large Language Models (LLMs), and a qualified knowledge base,

facilitating a deeper engagement with collective knowledge and artistic concepts.

Our experimental investigations into *'°’KOBI's use in educational settings have revealed
promising insights into its effectiveness for observing divergent thinking and knowledge
engagement among art students. Through detailed analysis of interactions with *'°KOBI, we
observed the possibility for Al to potentially act as a catalyst in the creative process, enabling

students to explore a broad spectrum of creative possibilities and conceptual frameworks.

The findings from our research indicate a promising potential for Al to support and enhance
creativity in art and design education. Data from further study will possibly confirm such a
hypothesis. °"?KOBI's integration into the learning environment has provided a novel platform
for creative exploration but also provided the role of Al in facilitating a more interactive and
reflective learning experience. This aligns with the broader academic discourse on the
importance of integrating advanced technologies in educational practices, recognizing Al's role in

evolving and enriching artistic research and creativity.

As we conclude this paper, it's clear that our exploration into the role of Al in art and design
education is just beginning. The positive outcomes from our study with *'°’KOBI encourage
further research into the complexities of creativity and how Al can continue to transform
educational paradigms. Future studies will undoubtedly build upon our findings, delving deeper
into the dynamics of creative thinking and the potential of Al to unlock new avenues for artistic

expression and innovation.
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COPIRIGHT AND WORKS CREATED BY ARTIFICIAL
INTELLIGENCE, TECHNICAL TRIALS OF PROTECTION:
APPROACHES AND POSSIBLE SOLUTIONS

Valentina Gastaldo - Universita di Parma

Introduction

Artificial Intelligence (Al) is one of the most challenging, controversial, and potentially disruptive
technologies. While it has been thoroughly integrated into our daily lives, it also presents
significant social, cultural, legal, and ethical issues. This is because some Al applications,
particularly Generative Adversarial Networks (GANSs), can emulate the human mind and its
capabilities, creating works in literary (such as Shelley Ai, an algorithm that collaborates with
users to write short horror stories, and Xiaoice, an artificial poet), musical (the 2016 song
"Daddy's Car" created by Sony's Flow Machines researchers), and artistic fields (8 by Yoox, the
first collection created by software after analyzing images, trends, tastes, and purchasing habits
on social media and online magazine content), as well as numerous other areas previously

considered the sole domain of humans.

Al challenges our unique human characteristics by demonstrating that many tasks, traditionally
performed by humans, can be equally well executed by machines. Artificial intelligence can have
many meanings; it can be understood as any algorithmic system displaying intelligent behavior,
analyzing its environment, and taking actions autonomously to achieve specific goals. However,
there is no single definition, but what is certain is that it is a constantly evolving technology [1]. It
is defined as "generative" because it improves, learns from itself, and evolves rapidly with usage.
The essential element of these computational techniques is that machines' work relies on the data
available in the vast web world, collecting them through a process called scraping, which involves

indiscriminate gathering of information.

The major novelty of these Al systems lies in the concept of machine learning. We are talking
about machines capable of learning from what they read, perfecting themselves, and self-training
to perform various tasks assigned to them by humans. Machines can impact our individual and

collective lives with an efficiency and speed incomparable to human action.
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Artificial Intelligence and Art

In the context of this vast topic, which has become a priority even on social and political levels
(consider that this year's G7 focused on Al and saw the extraordinary participation of the Pope),
affecting fundamental aspects of individual and collective life, such as justice (in the United
States, where the Wisconsin Supreme Court uses the COMPAS algorithm - Correctional Offender
Management Profiling for Alternative Sanctions - to assess an offender's risk of reoffending based on
responses about work activity, social life, education, personal opinions, criminal history, etc., to
decide on parole and bail), health (AI's use in medicine has not only improved the speed and
accuracy of diagnoses but also enabled early detection of diseases), transportation (several car
manufacturers are experimenting with autonomous mobility solutions, such as self-driving cars),
and the environment (robotics in environmental monitoring allows for observing otherwise
inaccessible areas through drones to analyze pollutants and study flora and fauna), the focus here
is on Al's use in human creativity and art. Al techniques are proving particularly useful in this

sectofr.

Computers have been producing numerous works since the 1970s, thanks to the creative input
of programmers. Recently, we have seen tools capable of attributing authorship or forgery of
works (Rutgers University researchers "trained" a machine to recognize about 300 works by
Picasso, Matisse, Modigliani, and others. Through the Recurrent Neural Network (RNN),
machines capable of ensuring increasingly precise conservation and restoration activities (such as
the famous Ghent Altarpiece), recovering and restoring damaged paintings or hidden works (like
Picasso's "lost woman" found under "The Old Guitarist" through X-ray and infrared analysis),
and gaining deeper insights into artists and their work (Johannes Vermeer's "Gitl with a Pearl

Earring" has revealed details through scans and micro-imaging techniques).

In these cases, Al techniques only assist humans, and the results of this collaboration do not
raise significant legal issues. The machine is a technical tool that the artist uses to create their

work, concretize their ingenuity and creativity, or that scholars use to deepen their research.

Today, however, these technologies are being used to create texts, sounds, and images that can
present artistic and creative content. Computer-generated art now finds expression in music,
painting, poetry, and literature. The first books (such as "Non siamo mai stati sulla terra" by
Rocco Tanica and OutOmat-B13) have been published, written collaboratively with Al. Christie's

auction house sold the portrait of Edmond Belamy (the first painting created entirely by Al) for
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over $400,000. AI has also produced a short film — Sunspring - that stood out in a science fiction

short film competition.

We face scenarios where human contribution is minimal or even non-existent, and the product
could be the result of machines' "imagination" using sophisticated software to combine images,
colors, and sounds input by humans to create art similar to that produced by human painters,

musicians, or writers.

In this context, where the product is created almost autonomously by “thinking” machines
through algorithms and data that serve only as a starting point, Al techniques risk overturning
and questioning the current regime and discipline of intellectual property and copyright, designed
to reward creativity and promote cultural production and dissemination. This forces us to

rethink the interaction between machines and the creative process.

All these experiments share the same question: whether it is legitimate and to what extent to talk
about artistic creativity concerning machines, or whether creativity is an exclusively human
characteristic. In such cases, who should be considered the author of the produced works? [2]
The Al system generating the artistic content, or the programmer (human), providing the
machine with the necessary inputs to perform its work in a partially autonomous way? Can a
robot be held responsible if the created works are plagiarized from those made by third parties?
What kind of protection should be assigned to these works? And can we imagine recognizing

legal personality to Al systems?

The Regulatory Framework of Copyright Law in Italy and Worldwide

The issue of legal protection for works created by artificial intelligence (Al) is the subject of
extensive debate, as there is currently no specific legislative framework in place. Existing
copyright laws are inadequate to protect and value Al-generated results, and in my view, it is not

possible to apply them analogically.

To address these questions, we must understand the requirements that a work must meet to
benefit from copyright protection. Although the World Intellectual Property Organization
defines intellectual property as “the creations of the mind”, without specifying that the mind
must be human, Italian law seems to exclude the possibility of a machine being the author of a
creative work. Article 6 of the Copyright Law (L.da) and Article 2576 of the Civil Code refer to
the concept of “intellectual work”, suggesting that the author of intellectual property rights must

be a natural person. Article 25 (I.da) provides further guidance by stating that “the economic
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rights of the work last throughout the author's life and until the end of the seventieth year after
their death”. Similarly, Article 2580 of the Civil Code, by attributing authorship solely to the
author and their successors, seems to exclude the possibility of extending protection to other

entities, such as a software creator, under Article 633/41.

Law 633 of 1941, in Article 1, specifies that “creative works of the mind... regardless of their mode or form
of expression... constitute intellectual creations of the anthor” are protected. Article 2575 of the Civil Code
uses similar language, invoking the personal creation aspect of the work. Therefore, originality,
understood as the fruit of the author’s creative intellect, is the general criterion by which a work
can be considered protected, granting the author both moral and economic rights. The creative
nature of the product justifies the recognition of an exclusive monopoly over the work, as it

reflects the personality and ingenuity of the author.

The concept of creativity is thus central, not only in the Italian legal system but also at the
European and international levels. In France, for a “work of the mind’ to be protectable, it must
express the author's personality. The Copyright Law Act describes “anonymous works” as those
where no natural person is identified as the author. If this is the indication for identifying such

works, it can be presumed that the author must necessarily be a human being.

This position is also supported by the U.S. Copyright Office Manual, which explicitly states that
only human-created works can be protected by copyright. Works produced by a machine or a
mechanical process that operates randomly or automatically, without any creative input or
intervention by a human author, will not be registered. This stance is based on judicial precedent
(Naruto v. Slater, No. 16-15469, 2018 WL 1902414 (9th Cir. 2018); People v. Frazier, 2009 WL
1842666 (Cal. Ct. App. 2009), confirmed in more recent rulings, which affirm that copyright law

protects only “Zbe fruits of intellectual labor that are founded in the creative powers of the mind”.

A similar position has been adopted by EU law, which indirectly addresses this issue in various
directives, implying that copyright is granted only to human creators. For example, the 2009
Software Directive specifies in Article 2.1 that “#he author of a computer program is the natural person or
group of natural persons who created the program or, where permitted by national legislation, the legal person
designated as the rightsholder”. The 2006 Directive on the term of copyright protection states in
Article 1.1 that “zhe rights of authors of literary and artistic works within the meaning of Article 2 of the Berne
Convention shall run for the life of the anthor and for 70 years after their death”.

In common law, a work receives protection if it is the creative work of an author, thus requiring
a human subject to create it. The only exception so far is Ukraine, which has introduced specific
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legislation on Al-generated works, granting the owner or licensee of the software that generated

the work a copyright-like economic right lasting twenty-five years.

The reasons behind these conclusions are not only based on the literal wording of the provisions
but also on the fact that human intervention, even if not creative, is the basis of any artificial
intelligence, thus limiting and defining its apparent autonomy and self-sufficiency. An Al system
is not self-sufficient in deciding what to do, as it relies on information inputted by humans.
Therefore, machine-generated creativity will always result from the reworking of the initial data
underlying the algorithm. In other words, creativity can never be attributed to Al alone but,

rather, to the human-machine team.

In this perspective, it should be considered that, at least for now, Al cannot be regarded as a
“creator” of works of art and, therefore, cannot hold any copyright. This is because human
creative activity is inherent in the very concept of an artistic work, in line with the contemporary

(anthropocentric) conception of copyright as an expression of a human right.

National and International Jurisprudence on Copyright for Works Created by (or with

the Assistance of) Artificial Intelligence

Since neither the domestic legal systems of states nor the European Union (the Al Act itself does
not address copyright, except very marginally; references to copyright are few and very generic. It
is concerned with the safety and regulation of artificial intelligence broadly), currently provide
any legislation regarding the impact of Al on art, it is interesting to examine the attitude of the
jurisprudence on this matter. Given that issues related to generative artificial intelligence are

relatively new, it is not surprising that jurisprudence is not yet fully developed.

Two main orientations can be highlighted. In some cases, copyright has been denied because the
"creator" is not human. For example, in the United States, the Copyright Office has expressly
stated that copyright is granted to an original work only if it has been created by a human being,.
Among the decisions (as early as 1991, the U.S. Supreme Court in Feist Publications, Inc. v.
Rural Telephone Service Co. clarified that originality is the conditio sine gua non of copyright.
Therefore, only works of ingenuity that exhibit a “spark of creativity” are worthy of protection)
where copyright protection has been denied to works created with artificial intelligence systems,
there is the recent order of August 18, 2023, by the District Court of Columbia (which
confirmed the decision of February 14, 2022, made by the Copyright Review Board of the U.S.
Copyright Office). The order once again rejects the request to register the artwork titled “A

Recent Entrance to Paradise” by the Al “Creativity Machine” of Steven Thaler. This is the only
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case of Al-generated work where the applicant claimed that the work was created automatically
by a computer algorithm running on a machine, rather than through artificial intelligence (AI-
assisted works). In any case, according to the owner, there was a right to register it because it was
a commissioned work. The Court denied artificial intelligence the ability to be recognized as the
author of an artwork due to the lack of human input and thus intellectual creativity that the law —
for now — reserves to physical persons. In particular, the Commission first recalled that the
Office does not register works created by a machine or a process that moves without any
creative input or intervention by a human author, as it would be contrary to the law. It then
added that a work can be considered commissioned if it was created by an employee or a person
with whom a written assignment was made. Since Al systems cannot enter into contracts, they

cannot be considered to create on behalf of someone else.

Australian courts have taken a similar approach (see in particular the Case Achos Pty Litd v.
Ucorp Pty Ltd, 2012, 201 FCR 173 where the Australian Federal Court deemed that technical
sheets created by a software could not deservee protection since the human author was not
sufficiently involved. Case Infopaq International AS v. Danske Dagblades Forening, C-5/08, July
16, 2009), that excludes copyright protection if the author of the work is largely the machine.

For the Court of Justice of the European Union, the criterion for access to copyright protection
is the requirement of originality, as an expression of the intellectual creation of its author. Thus,
in the Cofemel ruling, it is confirmed that the work must materialize in an original object, an
intellectual creation of its author, and must reflect their personality, manifesting their free,
creative, and personal choices. Subsequently, the Court emphasized the need for the work to be
an “expression of the intellectual creation of the author” to receive copyright protection, thus
adding to the requirement of originality the necessity of human input, or what U.S. law qualifies
as authorship (Case Infopaq International AS v. Danske Dagblades Forening, C-5/08, July 16,
2009. The orientation expressed by the Court was also taken up in a subsequent 2011 case, Eva-
Maria Painer v. Standard Verlags GmbH et al, C-145/10).

In Italy, the Court of Cassation, in ruling No. 1107 of January 16, 2023, examined the issue of
authorship of a work generated through the use of artificial intelligence systems and the
possibility of protecting it under copyright law. The litigation originated from a lawsuit
concerning the unauthorized use by a television broadcaster of a work by an actor as a
permanent set design for the 2016 Sanremo Festival. The actor, claiming a violation of his
copyright, sued the defendant before the Genoa Court and sought damages. The defendant

argued that the work in question, mistakenly attributed to the actor’s ingenuity, was nothing
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more than a digital image with a floral theme, characterized by the repetition of shapes at various
scales, created using software that processed the form, colors, and details through mathematical
algorithms. The alleged author only chose the algorithm to apply and approved the result

generated by the computer.

The crucial issue concerns the determination of human creative input in the generative process.
According to the Court, it is necessary to assess how the use of Al software has been integrated
with human creativity in the development of the work. Recently, the U.S. Patent and Trademark
Office issued guidelines (Inventorship Guidance for AI-Assisted Inventions, effective February
13, 2024 - issued following the Dabus case (Thaler v. Hirshfeld, 558 F. Supp. 3d 238 and Thaler
v. Vidal, 43 F.4th 1207, 1213, cert denied, 143 S. Ct. 1783) and the Executive Order on the Safe,
Secure, and Trustworthy Development and Use of Artificial Intelligence of October 30, 2023)
stating that it is not possible to exclude « priori that an invention created by an artificial
intelligence system is patentable. However, there must be a significant human contribution.
Hence, the problem is to determine whether the contribution is significant and thus deserving of
inventor status. In this regard, the Court refers to the so-called Pannu factors, where “a joint
inventor must contribute in a significant manner to the conception or reduction to practice of
the invention, make a contribution to the invention that is not insignificant, and do more than

explain well-known concepts or the current state of the art.”

Al-created works might, therefore, not be protectable if they are the result of an automated
decision-making process by the algorithm, unless a significant human creative contribution is
demonstrated. Thus, measuring human creative input in the generative process becomes
important. In other words, the boundary beyond which copyright cannot be assigned is found in

the impossibility for the person to control the creative result of the machine [3].

However, it will not be easy to prove that a work is the result of human creativity rather than the
intervention of the algorithm and training data. It will involve case-by-case assessment with a

specific technical examination of whether human input was decisive in generating that result. To
this end, it may be useful to retain evidence of the entire generative process, track and document

the various phases, as well as attach a document to each work detailing how it was generated.

In other jurisdictions, while always excluding the possibility of granting copyright to Al a
different approach has been taken in addressing the issue of creations generated by artificial

intelligence.

In the United Kingdom, Ireland, India, Hong Kong, New Zealand, and South Africa, in the

absence of a human author, the creative potential