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Remote Visualization Tools 



The X Window System (commonly known as as X Window, 
X11 or simply as X, and sometimes informally X-Windows) is 
a widely used graphics manager, de facto standard for many 
Unix-like systems. Released under a free software license, 
since 2004 is maintained by the X.Org Foundation. 
 
X provides the environment and the basic components for 
graphical interfaces or design, moving windows on the 
screen and the interaction with input devices such as mouse 
and keyboard. 
 

X Window System 



X server 

An X server is a server of connections to X terminals in a 
distributed network that uses the X Window System.  

 
The terms client and server are often confused: for X, server is 

the local display of the user, not a remote machine.  
 
From the terminal user's point-of-view, the X server may seem 

like a server of applications in multiple windows.  



The X server receives input from a 
local keyboard and mouse and 
displays to a screen. A web browser 
and a terminal emulator run on the 
user's workstation and a software 
update application runs on a remote 
computer but is controlled and 
monitored from the user's machine. 

Example deployment of X server 



X server 

 X-ming (freeware) 
http://sourceforge.net/projects/xming/ 

 
 FreeXer - free X-server  

http://sourceforge.net/projects/freexer/ 
 
 X-Win32 (commercial) 

http://www.starnet.com/xwin32/ 
 

 xterm (Unix / Linux) 
xterm is the standard terminal emulator for the X Window System. A user can 
have many different invocations of xterm running at once on the same 
display, each of which provides independent input/output for the process 
running in it (normally the process is a Unix shell). 
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VNC (Virtual Network Computing) 

In computing, Virtual Network Computing (VNC) is a graphical desktop sharing system 
that uses the Remote Frame Buffer protocol (RFB) to remotely control another 
computer. It transmits the keyboard and mouse events from one computer to another, 
relaying the graphical screen updates back in the other direction, over a network. 
 
VNC is platform-independent – a VNC viewer on one operating system may connect to 
a VNC server on the same or any other operating system. There are clients and servers 
for many GUI-based operating systems and for Java. Multiple clients may connect to a 
VNC server at the same time. Popular uses for this technology include remote technical 
support and accessing files on one's work computer from one's home computer, or 
vice versa. 
 
VNC was originally developed at the Olivetti & Oracle Research Lab in Cambridge, 
United Kingdom. The original VNC source code and many modern derivatives are open 
source under the GNU General Public License. 



A VNC system consists of a client, a server, and a communication 
protocol 
 
• The VNC server is the program on the machine that shares its screen. 

The server passively allows the client to take control of it. 
 

• The VNC client (or viewer) is the program that watches, controls, and 
interacts with the server. The client controls the server. 
 

• The VNC protocol (RFB) is very simple, based on one graphic primitive 
from server to client ("Put a rectangle of pixel data at the specified X,Y 
position") and event messages from client to server. 
 

VNC system 



The server sends small rectangles of the framebuffer to the client. In its simplest form, the 
VNC protocol can use a lot of bandwidth, so various methods have been devised to 
reduce the communication overhead. 
 
For example, there are various encodings (methods to determine the most efficient way 
to transfer these rectangles). The VNC protocol allows the client and server to negotiate 
which encoding will be used.  
 
The simplest encoding, which is supported by all clients and servers, is the raw encoding 
where pixel data is sent in left-to-right scanline order, and after the original full screen has 
been transmitted, only transfers rectangles that change.  
 
This encoding works very well if only a small portion of the screen changes from one 
frame to the next (like a mouse pointer moving across a desktop, or text being written at 
the cursor), but bandwidth demands get very high if a lot of pixels change at the same 
time, such as when scrolling a window or viewing full-screen video. 

VNC: how it works 



• RealVNC: http://www.realvnc.com/ 
 

• TightVNC:  http://tightvnc.com/ 
 

• UltraVNC: http://www.uvnc.com/ 
 

• TeamViewer:  http://www.teamviewer.com 
 
 

VNC: client/server examples 
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Remote visualization facilities 

at CINECA 



The Remote Connection Manager (RCM) is an application that 
allows HPC-users to perform remote visualization on PLX cluster. 
 
The graphical interface of RCM allows to the HPC-users to create 
remote displays and manage them (connect, kill, refresh). 

Remote Connection Manager (RCM) 



Objective 



Infrastructure 



Infrastructure (PBS) 



Technologies 



Requirements 



RCM: login 



RCM: display info 



RCM: new display 



RCM: new display 



RCM: connect & kill 



RCM: references 



CINECA's Computing Services Portal 

https://webcompute.cineca.it/enginframe 



EnginFrame Views: Key features 

User friendly Web based access 

Flexible service offering for end users 

Full 2D / 3D desktop 

Individual application publishing 

Multiple remote display protocols support 

VNC 

NICE Desktop Cloud Visualization (DCV) 

HP Remote Graphics Server 

Comprehensive load balancing policies 

Built-in collaboration capabilities 

Accounting and monitoring of resource usage 

Comprehensive authentication options 



NICE Desktop Cloud Visualization (DCV) 

NICE Desktop Cloud Visualization (DCV) is an advanced technology that enables 
Technical Computing users to remote access 2D/3D interactive applications over a 
standard network. 
 
In a typical visualization scenario, a software application sends a stream of 
graphics commands to a graphics adapter through an input/output (I/O) interface. 
The graphics adapter renders the data into pixels and outputs them to the local 
display as a video signal. 
 
When using NICE DCV, the scene geometry and graphics state are rendered on a 
central server, and pixels are sent to one or more remote displays. 
 
This approach requires the server to be equipped with one or more GPUs, which 
are used for the OpenGL rendering, while the client software can run on "thin" 
devices. 



Web-based session management 
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Built-in collaboration 



Batch job / workflow submission 

Flexible and efficient 

Input file management 

User friendly, 

Application-oriented 

Job submission 

Hide complexity of 

Underlying scheduler 



Monitoring 

Jobs, Hosts, Queues, Licenses, … 



Application Data Management 

Application data 

can be organized 

into projects 

Application data 

can be marked as 

starred 

Metadata can be 

associated to 

application data 



Data transfers & file management 

The file manager component allows to seamless navigate and 
access server-side files from the web browser 
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Self-Service Offering 
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