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Hybrid programming MPI+OpenMP

�SCalable performance Analysis of LArge SCale Applications
� Developed by Julich Supercomputer Centre
�Toolset for performance analysis of parallel applications on a large 
scale
�Manage programs MPI, OpenMP, MPI+OpenMP
�Latest releast 1.3

Gabriele Fatigati 2

�Latest releast 1.3
�www.scalasca.org
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Event tracing

During the 
measurement there is 
a buffer for each 
thread/process

Final collect of the 
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Final collect of the 
results
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Compilation

Original command:                      SCALASCA instrumentation command:

mpcc -c foo.c                              scalasca -instrument mpcc -c foo.c
mpxlf90  -o bar bar.f90                skin mpxlf90  -o bar bar.f90
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#!/bin/bash
#
# @ job_name    = myjob
# @ output      = myjob.$(jobid) 
# @ error       = myjob.$(jobid) 
# @ wall_clock_limit = 0:10:00
# @ total_tasks = 8
# @ task_affinity=core(1) 
# @ parallel_threads=1
# @ job_type    = parallel

#!/bin/bash
#
# @ job_name    = myjob
# @ output      = myjob.$(jobid) 
# @ error       = myjob.$(jobid) 
# @ wall_clock_limit = 0:10:00
# @ total_tasks = 8
# @ task_affinity=core(1) 
# @ parallel_threads=1
# @ job_type    = parallel
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# @ job_type    = parallel
# @ resources   = ConsumableMemory(320Mb) 
# @ queue 

module load profile/advanced
module load qt/4.5.2--xl--10.1
module load scalasca/1.2

scalasca -analyze poe ./c_example

# @ job_type    = parallel
# @ resources   = ConsumableMemory(320Mb) 
# @ queue 

module load profile/advanced
module load qt/4.5.2--xl--10.1
module load scalasca/1.2

scalasca -analyze poe ./c_example Results analysis:
scalasca -examine epik_...
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Log 

[00000]EPIK: Created new measurement archive ./epik_a
[00000]EPIK: Activated ./epik_a 
SWEEP3D – Pipelined Wavefront with Line-Recursion
32 domains – 4 x 8 decomposition
Iteration Monitor:
its=1 err=1.000000 fixs=0
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its=1 err=1.000000 fixs=0
...
its=12 err=5320.611978 fixs=19706584
Balance quantities:
...
[00000]EPIK: Closing experiment ./epik_a
[00000]EPIK: 42 unique paths
[00000]EPIK: Unifying...done
[00000]EPIK: Collating...done
[00000]EPIK: Closed experiment ./epik_a
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Hybrid programming MPI+OpenMP

�Hardware (only on some systems, like Blue Gene) 
� MPI  topology ( eg: MPI_Cart_Create) 
�Visual topology user-defined (next releases) 

Currently supports cartesian topologies 1D,2D,3D

Topology view
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Display modes

Absolute

Absolute value in seconds/number of occurrences

Root Percent

Percentage relative to the root ot the hierachy

External percent

Similar to “root percent”, but for a different dataset
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Similar to “root percent”, but for a different dataset
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MPI collective synchronization time
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Code instrumentation
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�EPIK_FUNC_START, EPIK_FUNC_END mark the entry and exit 
from the piece of code

�The regions should be initialized with EPIK_USER_REG

�Each exit/break/continue/return must have EPIK_FUNC_END

�Need -user flag to decode instrumentations
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�Need -user flag to decode instrumentations


