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Participants: 

Peter Wittenburg, and  a number of EPOS experts amongst which Alberto Michelini, Luca Trani, Laurent ?, Alessandro Spinuso, Josef Küng, Salvatore Mazza
Goals:

· get a deep understanding about the data organization of the EPOS community 

· discuss possible wishes and their requirements with respect to EUDAT 
General Remarks:

· The discussion in Utrecht was extremely interesting in so far as again new issues were put on table and deeply discussed between all participants. It was excellent that both - scientists were around with an overall view of what needs to be achieved and technologists who knew the details of implementations etc.
· As in the case of almost all research infrastructures
 EPOS is in a phase where major design and construction work is being carried out to come to a valid data architecture and organization for the whole field, i.e. covering not only the seismologists and volcanologists but also from other very much related fields. Thus the discussion was not so much about a clear-cut architecture design etc. but much more focusing on essential issues for the EPOS domain. 
· This stage also implies that CDI motivated choices can still have an impact on the EPOS choices if they make sense for the field. 

· Since the domain as a whole is not so far so that one can speak about a clear-cut solution, it was suggested that INGV will be the proxy for EPOS in the interactions with EUDAT and that INGV will participate in all EUDAT activities to test out CDI based solutions. 

Current Situation and Intention

[image: image1]
Many data sensor stations ingest the data in real time into data centers where each stream is sent to several data centers. The ingest process is not linear, i.e. subsequent data packets may drop in at non-subsequent moments resulting in gaps that can be closed at delayed moments. Sensor station data is produced as a never ending sequence of packages, however at the data centers data streams need to be chopped into files. Every center has its own scheme, i.e. the stored data objects are not identical.  With seismological data acquisition in mind, these files vary primarily for their size (i.e., length of the time window) while adopting the same format.
The data exchange between the data centers is being carried out by applying the arclink protocol: 
http://www.seiscomp3.org/wiki/doc/applications/arclink 

whereas the connection between the sensors and the data centers is insured using the SeedLink protocol.

One of the EPOS objectives is to virtually integrate the various data streams to offer a complete overview of available data to the users. This at the moment is achieved through the ArcLink protocol which has been developed by the seismological community and it has been found effective to federate the seismological data archives but its adoption and development seems also restricted to the same community. That is, the EPOS vision is inclusive in the sense that one of the main goals is to offer to the users with services capable to “discover” among diverse types of data streams acquired by many different types of instruments. To this end, it is important that the core services on which the federated archives EPOS will rely upon to be similar or at least inter-consistent. (In any case, the specifications of the EPOS data landscape are not finished yet.)
Discussed Aspects
1. Identity


[image: image2]
Data streams are chopped into packets and aggregated in the centers into files (digital objects), but the files in the participating centers have not the same identity. However, PIDx#refA,refB and PIDy#refC,refD contain the same set of packets. PID is a persistent identifier and refX are fragment identifiers. It is obvious that refA/refB and refC/D are related by an offset, that due to multiple copies EPOS will need to use Persistent Identifiers such as Handles as level of independence and to be able to associate characteristics with PIDs such as checksums and that the application/analysis software needs to know about the offset to recalculate which data packets it needs to extract from the two sets of files. 
2. Gaps

As indicated packets move in the Internet as datagrams and can arrive at the data centers with large delays. This means that there will be missing data in some of the files shown above. Nevertheless some users start already working on those files, i.e. they need references requiring the associations with separate PIDs. With the help of clever PID mechanisms referring specifically to the different versions of the “same” file one could help applications to always get the last version. It is in the responsibility of the data centers to maintain stability of the references.
3. Windows
EPOS wants to let users define windows (see above) that include relevant phenomena and do this for many different types of streams that all cover the same time window and add semantics to it (label, characteristics, etc) which is typical metadata. This could be done in two ways: a) the data is extracted from the files and copied to new data streams or b) the metadata simply refers to the PIDs (incl. fragments identifiers) to create a virtual aggregation. Given that probably many users want to identify different phenomena the first option is not recommendable since a lot of data copying will occur. Using registered and thus stable PIDs for all files no problem can occur when using the virtual method. 

[image: image3]
The metadata object simply refers to many PIDs which if done correctly point to the different physical copies that are stored in some center.
4. Metadata
Currently the idea in EPOS is to store metadata as a heap of RDF
 assertions, thus giving up the advantages of compact syntax, but allowing contributing to linked data. Long-term archiving of metadata is as relevant as is long-term archiving of the data streams themselves. Also for LTA 
compact schema based representations may have some advantages. The set of metadata elements needed is not yet fully specified. 
Current Architecture

The architecture diagram provided earlier (see appendix) will need to be adapted. Currently, URLs are associated with the data files created, however, it was obvious in the discussion that this might not be sufficient for proper data management given the many versions and the need in the metadata objects to use stable references. A method of indirection will be required - why then not take what is ready to be used. 
If EPOS would decide to go via PIDs then it would be necessary to register data files automatically at a very early stage when they enter the data centers, i.e. all data files created at the data centers are associated with PIDs. As in other domains replicas would be registered in the PID record as well so that data management becomes simpler. 

For users most relevant are the pre-defined or self-defined “windows” which can be mere metadata objects when the raw data files will be maintained properly.

For EUDAT this implies that all data objects could immediately be made visible and thus be treated according to some policy rules.

Data Types

The major data types that EPOS will deal with are:
· The raw data streams chopped into files at the different data centers and originating from different sensor types. The file types and their formats are well described.

· Metadata that describes phenomena and refer to a set of data streams originating from different sources.
Usage Aspects

With respect to EUDAT service scenarios EPOS sees a few important cases:
· EPOS would like to replicate their data files to achieve long term persistence and to improve accessibility.
· EPOS would like to store replicas close to powerful computers to allow people to look for interesting patterns in the selected streams. 
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� Also in CLARIN, VPH and ENES we speak about prototypes, preliminary solutions, tests, solutions which only few centers can already adhere to etc. We see that many disciplines are in a stage of big changes with some communities a bit ahead of others which partly has to do with the heterogeneity faced with. 
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