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Facing the exascale challenge

•What are the trends in the supercomputing
world?

•What are the perspective of the software in 
this context?

•What are the opportunities offered by the 
supercomputing scenario?

Or.. Shortly: ok, exaflops are coming… what to 
do with them?
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Top500 – November 2017
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Top500 Performance development
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Top500 Projected performance
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Verifying the Moore’s law
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HPC Trends

Dennard scaling law
(downscaling)

Increase the number of 
cores to maintain the 
architectures evolution 
on the Moore’s law 

The core frequency
and performance do not
grow following the 
Moore’s law any longer 

Moore’s 
Law

Number of 
transistors per 
chip double 
every 24 month 

Amdahl's law

The upper limit for the scalability of parallel 
applications is determined by the fraction of the 
overall execution time spent in non-parallel 
operations.

maximum 
speedup tends 

to 
1 / ( 1 − P ) 
P= parallel 

fraction
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Peak Performance Moore law

FPU Performance Dennard law

Number of FPUs Moore + Dennard

App. Parallelism Amdahl's law

10^9

Exaflops
10^18

Gigaflops
10^9

serial fraction
1/10^9

opportunity

HPC Trends

System TCO Moore + Dennard
Power
>10^6 Watt

challenge
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Energy trends

“traditional” RISC and CISC 
chips are designed for maximum 
performance for all possible
workloads

A lot of silicon to 
maximize single thread 
performace

Compute Power

Energy

Datacenter Capacity
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Change of paradigm

New chips designed for 
maximum performance in a 
small set of workloads

Simple functional units, 
poor single thread 
performance, but  
maximum throughput

Compute Power

Energy

Datacenter Capacity



H2020 _ EU CENTRE OF EXCELLENCE                                                                                              MaX Meeting Firenze, 22  November 2017                                                               

The silicon lattice

Si lattice

0.54 nm

There will be still 4~6 cycles (or technology generations) left until
we reach 11 ~ 5.5 nm technologies, at which we will reach downscaling limit, in some 
year between 2020-30 (H. Iwai, IWJT2008).

50 atoms!
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Paradigm and co-design 
A

pp
 w

o
rk

flo
w

latency

throughput

latency

throughput

Latency 
code

Throughput 
code

Identify latency and throughput
sub/module/class

Re-factor

comm

knl

Map to HW

Heterogeneus

host
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One size do not fit all

109 FPU to leverage

Best algo for 1FPU   /=    best algo for 109FPU

Implement the best 
algo for each scale

Choose the best at runtime

e.g. 2 FFT and data distribution in QE 6.2

Autotuning
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How to keep the pace

•Modularization: easy to modernize codes and 
it enables interoperability

•Adopt best practises of software engineering
•The code should remain flexible and easily portable
to different architectures

•Expose parallelism: MPI tasks, OpenMP
threads, data locality, etc. etc.
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Why we should do that?

•Exascale Extreme scale computing can enable new 
science

•It is important to not discard the opportunities opened
by the computational landscape

•Not only in terms of strong scalability, but also for high-
throughput research (material screening, ensemble 
simulations, etc.)
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Some examples from PRACE
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Looking overseas
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What we will see in the next days

•Material science codes! 

•What are the techniques, the algorithms, the 
solutions implemented on some material
science softwares

•Some examples of large scale exploitation of 
supercomputers

•Feel free to ask, to discuss: this is not a 
tutorial, this is a workshop!
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The agenda
Monday 4

9-9.30 Reception and introduction F. Affinito

9.30-10.30
HPC trends towards exascale and material 
science challenges F. Affinito

11.00-
12.30 Yambo(1) A. Marini

14.00-
15.30 Yambo(2) A. Ferretti

16.00-
17.30 Introduction to CINECA HPC infrastructure A. Marani

Tuesday 5

9.30-10.30
Quantum ESPRESSO: introduction to the 
code and parallelization schema P. Bonfà

11.00-
12.30

Quantum ESPRESSO: HPC exploitation, a 
test case S. De Gironcoli

14.00-
15.30

GPU acceleration of plane-wave codes 
using SIRIUS library A. Kozhenikov

16.00-
17.30 QE-GPU: an experience of porting to GPUs Anoop Kaithalikunnel

Wednesda
y 6

9.30-10.30
The AiiDA platform for computational 
materials science A. Marrazzo

11.00-
12.30

AiiDA from a user's perspective: HPC and 
HTC stories A. Marrazzo

14.00-
15.30

Opportunities from Accurate and Efficient 
Density Functional Theory Calculations for 
Large Systems L. Genovese

16.00-
17.30

Electronic structure calculations in HPC 
framework: Solutions for profiling, load-
balancing and post-processing L. Genovese


