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CINECA IN FIGURES

. Founded in 1969

- /72 Universities + 4 Public institutions
- 3 sites

. 2 controlled companies (Kion, SCS)

. > 900 employees




CINECA - SCAI

1 Tier O system(Fermi) e 3 Tier 1 (Galileo, Euroraq,
Pico)

. Best placement in Top500: #7 (Fermi)

. Best placement in GreenTop500: #1 (Eurora)

- Total storage capacity: >15PB

. HPC services to support public research
- International: PRACE
- Italian: ISCRA

- Technological transfer towards industry



SCS SUPERCOMPUTING SOLUTIONS

- Funded in 2003

- HPC services marketing and sales

- Consultancy services (CAE, HPDA)

- Development of integrated solutions (HPC+CAE+HPDA)



HIGH PERFORMANCE COMPUTING

“Centralize a computing capacity in a single system to
provide much higher performance than those of a

workstation or a desktop computer. This capability is
used to solve problems in chemistry, physics, engineering
or finance.” (source: HPC Inside)



HPC Growth (TFLOPS)

HPC Growth (TFLOPS)
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THE HPC IN THE PRODUCT CYCLE

SRC: IDC Report
on HPC
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THE HPC

. HPC market is foreseen in constant growth for the
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HPC IN SIX STEPS

01 &, 02

Get your account on our Upload your data on our Set your job.

user portal. servers.

\ 4
Run the analyses. Focus on your work, we Start analyzing your
notify when results are results interactively.

ready.






HPC Services

Home My Sessions My Data My Jobs

File Manager

Help Desk

B cFp
EHE) ANSYS Fluent
Remote User
: Local User
'121 = 6
Q . LLv7
.@ o
E{ Structural Analysis
@ Abaqus
{5 NASTRAN
E{5] DYTRAN
B Interactive

B utilities
EHE) ANSYS CFD
Fluent 13

ml

{7 NEXUS

= —mee s
- - —
) .

=) Gocad

~{=] ParaView

=] MSC-PATRAN
=] ABAQUS CAE
~{=) Pointwise

=] ANSYS WorkBench

Remote User

Welcome to the Fluent page for Remote test! You must use this page if your input files are on your remote cluster.

Please insert:

Journal File

A file with the command lines for your Fluent test.
Input Files

Input Files: *cas and/or *.dat and all the additional files you need
Version

You must select one of these versions: 2d, 3d, 2ddp, 3ddp
Number of CPUs

How many CPUs do you want to use ?
Other Parameters

If you are an expert user, you should use some usefull other parameters.

Please type "-help" in the box in order to get some information.
Queue

name of the queue your job will be submitted to

PRIVATE USERS MUST USE the queue "reserved”!!

Journal File Select...
Input Files
ar
Version ® 2d
© 3d
© 2ddp
© 3ddp

Numberof CPUs 1

Other Parameters

queue reserved v




HPC Services ¢ Home My Sessions My Data My Jobs File Manager Help Desk
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HPC INFRASTRUCTURE

Top500 ranked HPC

infrastructure

Fermi is ranked #7
on June 2012
op500 list

Galileo is the cluster
targeting CAE
simulations.

>1000 Intel Haswel
CPUs (8000 cores

Green500 ranked
HPC infrastructure

Eurora is ranked #1
on the June 2013
green500 list

Dedicated HW for

pre/post processing
CAE activity

Dedicated ‘Fat’
nodes enables the

management of up
to 1TB of shared

RAM




OF & HPC: TECHNOLOGICAL
CONVERGENCES

* Moore’s Law has being reached

HPC * Multi-cores and many-cores
Infrastructures architectures are pushing scalability
efficiency

* Reliable & robust CFD libraries are now free
from license limitations

Codes and * Ease of use scripting languages for gluing

Languages computational workflows into automated

computational experiments

Open-Source

Web Interfaces P Web-based services for

and Cloud automated workflow and
collaborative experience

Computing




THE. 3rd CFD.REVOLUTION

" g

For the first time CFD applications can be designed without
any limitatiofis concerning ISV licensing costs that in the last
decades represented a well known bottle-neck.

Open-source CFD libraries are mature, robust.and reliable
tools that can today compete with ISV softwares in problem
solving for a wide range of filed of applications in
engineering and physics.

The ideal workflow able to exploit the technological
convergences of.open-source technologies and HPC platforms
into automdted and productive workflows must be re-
designed.






...HPC = HIGHLY PRODUCTIVE

COMPUTING

Best

SRRNER)

uuuuuu

Tailored
Scalability

Performance
indices, including
rating, speed-up

and efficiency are
evaluated for
specific cases and
settings

performance

Mesh automation

Highly automated
meshing is
performed using
scripting
techniques applied
to open-source
and third-party
software

Automatic post-
processing and
reporting

Post-processing,
visualization and

quantification are

standardized into
automated
workflows

' SCA

amputing Applications and Inn

Services

Web-based
interfaces

Overall workflow,
is available on
flexible web-

based

technologies for a

remote high
productive
experience
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. '\E and particularly CFD are a key factor to
improve competitiveness of a manufacturing
company.

HPC is an enabling technology part of innovation




SC&

SUPERCOMPUTINGSOLUTIONS

Alessandro Chiarini

SCS srl

a.chiarini@scsitaly.com

www.linkedin.com /in/achiarini



