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Pioneer in Technical and Engineering Cloud solutions
▪

▪
▪

Core business: Access to Grid / HPC / Cloud solutions and Remote 
Visualization
▪
▪

Other relevant competencies
▪
▪
▪



 

Automotive & Manufacturing
3M, ABB, Audi, BMW, Bosch, Continental, 
Daimler, Delphi, Emerson, Global Castings, 
Hyundai, JLR, Knowbe, Liebherr, Magneti Marelli, 
Mazda, McLaren, Panalpina, Rolls Royce, Scania, 
Toyota, Volkswagen

Life Sciences and Medical
Baxter, Eli Lilly, Howard Hughes Medical Institute, 
Institut Pasteur, Novartis, Ontario Cancer Institute, 
Shanghai Inst. for Biological Sciences

Energy & Chemical
Anadarko, BGP, British Gas, Cairn Energy, 
ConocoPhillips, Daqing Oil Field, Dow Chemical, 
Dupont, ENI/AGIP, EOG Resources, FMC, GEA 
Process Eng., GXT, Huabei Oil Field, Maersk Oil, 
Nova Chemical, Pentair, PetroChina, Tuha Oil 
Field, Tullow Oil, Xinjiang Oil Field

Research & Education
CINECA, DLTM, Insis, NCSA, South Dakota State 
University, TU Ilmenau, TU Ostrava, Uni 
Birmingham, Uni Buffalo, Uni LETI, Uni Liverpool, 
Uni Nagoya, Uni Padova

Others
Ansys, AWE, BlueCloud, CADFEM, CFX Berlin, 
Silicon Labs, Samsung, Tycoelectronics, 
Westinghouse

Aerospace & Defense
1st Aerospace Institute, Alenia Aermacchi, AVIC, 
BEMEI, Boeing, DLR German Aerospace, 
Procter&Gamble, P&W Canada, SelexGalileo, 
Gulfstream, MBDA, NORDAM, NGC, Parker 
Hannifin, Sikorsky





Running 3D applications on 
remote HPC infrastructures

Why?



HPC Center

1 – Upload input and submit

2 - Transfer output to visualize

3 - Collaboration needs 
data exchange Every engineer has one or more engineering 

workstations to:
● Run pre/post processing tools (high-end 

GPU required for 3D graphic rendering)
● Run small to medium serial analysis

Big companies have tens to hundreds of 
engineers



PDM Server

1 – Checkout Model/Assembly

2 - Commit Model/Assembly

Every designer has its own CAD workstations 
to:

● Run CAD software (high-end GPU 
required for 3D graphic rendering)

● Run analysis tools (e.g. clash)

Big companies have tens to thousands of 
engineers



 

NETWORK
Network overload leading to poor performance and response times all round

COST
Expensive, dedicated workstations (GPU, memory, …) with short lifecycle

IT MANAGEMENT
Support, update and replace tens to tens of thousands of workstations

WORKSTATION SIZING
Workstations have to be sized for the largest expected models

SECURITY
Moving sensitive data around (in/out organization) is always risky

WORKFORCE
Current models do not support a diverse mobile workforce

I love my workstation… what is wrong with it?



 

Data I/O

Job Submission

Data I/O



What is a Technical Cloud? 

A technical cloud enables convenient, on-demand network 
access to a shared pool of computing resources that run:
● engineering simulation tools and other HPC 

applications
● high-end 3D technical applications (like visualization 

applications for scientific data, CAD applications, etc.) 



 

NETWORK
Network is no more a bottleneck and data loads faster

COST
Centralized & Shared servers are less expensive to buy & manage

IT MANAGEMENT
Support, update and replacement are more efficient & do not affect users

WORKSTATION SIZING
Resources are dynamically sized based on users needs

SECURITY
Sensitive data remain within protected data center with full access control

WORKFORCE
Users can virtually connect & collaborate from anywhere with any client

… but how a Technical Cloud can help me? 





Linux & 
Windows 

3D 
Applications

Collaborators,
Support staff

End 
Users

Thin Client 
Clientviewer

Visualization
ServersHTTP(S)

H
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schedulers HPC 
jobs

Developers, Integrators

SOAP

DCV protocol

Storage



RealVNC

2D & 3D Applications
Job Scheduler & Distributed Resource Manager

NICE EnginFrame (Portal and Gateway)

Storage Infrastructure

VirtualGL NICE DCV HP RGS

Computing Infrastructure
LINUX WINDOWS

NX, RDP, 
...



  EnginFrame

Job Sch.

64GBytes, Linux
8GB, Windows

4GB, Win/Lin blades

1

The user connects to EnginFrame to 
create a new Session

2

Job scheduler selects the appropriate 
node and starts the session

3
User gets connected to the session 
on the selected node

Heterogeneous infrastructure: HW, OS, middle-wares

Win



Access to Applications as a Service
▪ …
▪

▪

▪
Collaboration, session sharing
▪
Easy management of active session
▪
▪
Seamless Access to the sessions and Single Sign-On
▪



Increased level of service provided to users
▪
▪
▪
▪
Accounting
▪

Monitoring
▪
▪
▪
Support
▪
Security
▪



▪

▪

▪

▪

3D
Apps

Engineers
and

Designers

Thin viewer

Virtual Workstation
Server(s)

DCV protocol over LAN or WAN

▪

▪

▪

▪

Dynamic
Quality

Controls

Transfer Pixels, 
not Data!

Storage

Encrypted stream



o Only final rendered images (not geometry and scene information) are transmitted to the 
client 
■ Provides insulation and protection of proprietary customer information

o Automatically adapts to heterogeneous networking infrastructures like LAN, WAN and 
VPN
■ Automatically deals with bandwidth and latency constraints

o Users can specify the compression level used to send the final image to the endstation
■ Balances quality vs. frame rate on low-bandwidth conditions

o High network latency tolerance
■ Good results with RTT up to 120-150ms

o Supports both lossless and lossy compression
■ Lossless compression is very important for some markets like the medical imaging sector
■ Since version 2014.0 uses H.264 codec.

o Support for high quality updates when network & processor conditions permit
■ Still images receive a “quality boost” so that they are always “pixel perfect”

o Transmitted data can be encrypted using 128/256-bit AES cypher
o Supports HTTP and SOCKSv5 proxies





DCV 2014.0DCV 2013.0
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NVIDIA Driver NVIDIA Driver NVIDIA Driver

NVIDIA vGPU 
Manager

vGPUvGPUvGPU
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…
…

o

o

o
▪

o
▪
▪



o

o

o
▪

DCV OpenGL 
Library

DCV OpenGL 
Library

DCV OpenGL 
Library

DCV
Rendering Server

DCV 
Rendering Agent
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Rendering Agent
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Rendering Agent

NVIDIA Driver
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Rendering Server
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Thank you for listening… any question?

NICE Global Headquarter

Via Milliavacca, 9
14100 Asti (AT)
ITALY

Phone: +39 0141 90.15.16

NICE R&D Office in Sardinia

Edificio 1 Loc. Piscinamanna 
09010 Pula (CA)
ITALY

Phone: +39 070 9243.2612

NICE USA Headquarter

2500 Citywest Blvd - S. 300
Houston, TX - 77042
USA

Phone: +1 (832) 699-0110

www.nice-software.com


